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Convergence analysis of a generalized
14:00-14:25 | ¥,k & | Levenberg-Marquardt method for possibly non—
smooth inverse problems
%im% - A Fast Data-Driven Iteratively Regularized
14:25-14:50 | & = Method with Convex Penalty for Solving I11-
Posed Problems
Estimating the memory parameter for possibly
14:50-15:15 % E non—linear and non-Gaussian time series with
wavelets
Heuristic rule for inexact Newton—Landweber
15:15-15:40 | £¥F iteration with convex penalty terms of
nonlinear ill-posed problems
15:40-16:00 2Bk
An Investigation on Semismooth Newton based
16:00-16: 25 N e, Augmented Lagrangian Method for Image
Restoration
16:25-16: 50 35%& Dual.gradiejt method for ill-posed problems
using multiple repeated measurement data
%im% Convergence analysis of inexact Newton—
16:50-17:15 | E=F Landweber iteration under H\"{o}lder
stability
Fluid Velocity Reconstruction by a Deep
17:15-17:40 = Neural Network Approximating Variational Data

Assimilation
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Image segmentation using Bayesian inference

13:10-13:35 | XH X for convex variant Mumford-Shah variational
model
A content—adaptive unstructured grid based
%iiﬁ B _ regularized CT reconstruction method with a
13:35-14:00 &FZI SART-type preconditioned fixed-point
proximity algorithm
14:00-14:25 | =7 Ve F AR R G R R E
A Shortened Model for Logan Reference Plot
14:25-14:50 | T 7 Implemented via the Self-Supervised Neural
Network for Parametric PET Imaging
3 e Template—based CT reconstruction with optimal
4?{%?5@ 14:50-15:15 m]iﬁ%% transport and total generalized variation
Florian . .
ORKA: A new model for tracking moving and
15:15-15:40 . .
deforming objects
Bossmann
15:40-16:00 255K
16:00-16: 25 %?EK Implicit Suiiiiiiiifiiiﬁiii:ion through
=B M
16:25-16:50 & = Sparse approximation and data processing
16:50-17: 15 XURg \ Variational.Ri?ian Noise Removal via
Splitting on Spheres
==t Superiorized iteration algorithm for XCT
17:15-17:40 | Z <Fhx image reconstruction and segmentation

simultaneously
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Theoretical analysis and numerical

13:35-14:00 | HER# reconstruction for three kinds of inverse
random problems
14:00-14:25 | T4 | Current density impedance imaging with PINNs
= = 14:95-14: 50 %Eigf% Inverse random poténtial scattering for
elastic waves
14:50-15: 15 ﬁﬁ;ﬁ%é@ Scattering and Igve?se Scattering by a Random
Periodic Structure
A low-rank approximated multiscale method for
.1R—15. U4
15:15-15:40 el PDEs with random coefficients
15:40-16:00 Z5&K
16:00-16: 25 ﬂikﬁﬁﬁ' Mult%—fide%ity deep learning.metbod for the
inversion of force function in PDEs
Stochastic inverse source problems for
16:25-16:50 T . . . .
A fractional diffusion equations
ﬁﬁ;ﬂ \ - Linearized Inverse Potential Problems at a
16:50-17:15 | HF1HE :
High Frequency
17:15-17: 40 %ﬁ%% Mathematical analysis for composite

scattering in multilayered mediums
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A WENO finite volume method based on radial
14:00-14:25 | H X H basis function for hyperbolic conservation
laws
— A fast algorithm for solving boundary
LOB_14. N
125 14:25-14:50 A integral equations on domain with corners
14:50-15: 15 2}&%?@‘ The springback penalty for robust signal
recovery
=S ’IL"}E E‘/E\\ /j-l: /\é\“n‘ﬂ-"_\:
s 15-15.40 | Bm | ETNESRER %%{HE?EQWR%%E
15:40-16:00 Z5&K
16:00-16:25 | T | —AREREUF A S F BRI BB S 7 %
16:25-16:50 | BZEfF B % % R S R A B AR AR 5 TR R A
LA T — —
H T 3 2 3m AR B A R B0 P 4 SRR R A AR
.50-17- 5 HH ne N .
16:50-17:15 | # 8= 5 1 5 g 1
B o Dt R4+ 2 ik e — R A R B R P ALK AR
17:15-17:40 By b B 7
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Theories for Learning Functions and Operators

13:35-14:00 x| i with Low-Dimensional Structures by Deep
Neural Networks
Hybrid Neural-Network FEM Approximation of
14:00-14: 25 JE| 20 Diffusion Coefficient in Elliptic and
Parabolic Problems
%’iiﬁé Y
14:25-14:50 | %51 % HTHAUBEE B A R 7 %
3D frequency—-domain elastic wave modeling
14:50-15:15 = with spectral element methods using direct
solvers
15:15-15:40 | 1 IR 5 =] SR M R4 #008) B g IE R ] A
15:40-16:00 Z5&K
Identifiability of PDEs from Trajectory Data
16:00-16:25 | 1A/ & and Some Novel Methods based on Group
Projected Subspace Pursuit
. Orientation estimation of cryo—EM images
LORZ1R- vk
16:25-16: 50 ﬁﬁX&, using projected gradient descent method
%%§§ Davide Uniformly convex neural networks and non-—
16:50-17:15 stationary iterated network Tikhonov (iNETT)
Bianchi method
Stochastic Asymptotical Regularization
17:15-17:40 | i@ #k Stochastic asymptotical regularization for
nonlinear ill-posed problems
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\Jﬁ% Determination of some new eigenvalues from

13:35-14:00 scattered field

Fourier—Galerkin method for the transmission
14:00-14:25 | == eigenvalue problem based on a boundary
integral formulation

%ﬁﬁ«%ﬁ Reconstruction of acoustic sources from
multi—frequency phaseless far—field data

shap | 14:25714:50

. I i tability for the i
1450_15 15 ﬂﬁ/"% ncreasing stabll1ity or e 1l1nverse source

problems in elastodynamics

Imaging a moving point source from multi-

frequency data measured at one and sparse

observation directions (part I): far—field
case

15:15-15:40 | & &3k

15:40-16:00 258

Uniqueness in determining rectangular grating
16:00-16: 25 EEz30a profiles with a single incoming wave: M
polarization case

. Increasing stability for inverse acoustic
16:25-16:50 | & 8 g g .
source problems in the time domain
ﬁUﬁ% Inverse wave—number—-dependent source problems
16:50-17:15 | ERZLE for the Helmholtz equation with multi-

frequency factorization method

Direct sampling method to inverse wave-—
number—dependent source problems (part I):
determination of the support of a stationary
source

17:15-17:40 | B FH7E
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Geometrical properties of transmission

14:00-14: 25 éE”X . .
eigenfunctions
Inverse obstacle scattering for elastic waves
OG5 14. N
355E<é‘ 14:25-14:50 i‘ﬁ% in the time domain
7t 14:50-15: 15 ,%15<§2 Fast inference for restricted maximum
) ) = likelihood methods with linear mixed models
. Minnaert resonances for bubbles in soft
.1R—-1R. x
15:15-15:40 | 2R elastic materials
15:40-16:00 Z5&k
Effective Medium Theory for Embedded
16:00-16:25 | =Kk Obstacles in Elasticity with Applications to
Inverse Problems
N 16:25-16:50
TE=
16:50-17:15
17:15-17:40
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Convergence Rate Analysis for Fixed-Point
13:10-13:35 | M X #EH Iterations of Generalized Averaged
Nonexpansive Operators

13:35-14:00 | ZEfF | ETHEEHNERNEEGREER . BEpfE sk

14:00-14: 95 B A novel.tensor regularization of nuclear over
Frobenius norms for low rank tensor recovery
14:25-14:50 | EX Bt EARH VS HERH
. Learnable Mixture Distribution Prior for
B & .

Image Denoising

Multiplicative noise removal and contrast
15:15-15:40 | #k 1B enhancement for SAR images based on a total
fractional-order variation model

15:40-16:00 258

16:00-16: 25 2 7 i Variational image—basgd Rapi@ly—gxploring
Random Tree and its applications

ﬁ Variational Image Registration Model with
16:25-16:50 | FKZE-F Diffeomorphism Constraints and Its
Implementation

16:50-17:15 5K ST T 18] [X 48 /N B A T 5 4

ﬁURS:ﬁ‘ Optimal Transport for Positive and Unlabeled
17:15-17:40 K i Learning And Its Application in Windshear
Detection
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Reconstruction of Multiscale Electromagnetic
Sources from Multi-frequency Electric Far

_ =
14:00-14:25 %Eﬁﬁzw Field Patterns at Sparse Observation
Directions
Two—layer networks with the ReLU k activation
14:25-14:50 | Z=[FE & function: Barron spaces and derivative
ZFF 4 approximation
A mixed element scheme for the Helmholtz
14:50-15:15 x| R transmission eigenvalue problem for
anisotropic media
Identification of acoustic point sources in a
15:15-15:40 | ¥ kA4 two—layered medium from multi-frequency
sparse far field patterns
15:40-16:00 X8k
16:00-16:25 | T ¥ o B T R S O AL B B A B ROR S
Traceability of Water Pollution: Dynamic CGO
16:25-16:50 | T X | Solutions for Inverse Source Problem and Its
X R WANCO: Weak izpllcat%oT N k f
16:50-17:15 | 4F A4 % : éa versgrla. etwork for
Constrained Optimization problems
A linearization approach to inverse
17:15-17:40 o3 Schr\"odinger potential problem with power

type nonlinearities
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Stability for inverse random source problems
ZRE

B A ¥

Abstract: In the field of inverse problems, the estimation of an unknown source term from indirect
observations is a fundamental challenge. Random sources add another level of complexity to this
problem due to their uncertainties. In this talk, we will focus on the stability estimates for inverse
random source problems, specifically for the stochastic Helmholtz equation driven by a white noise.
An overview will be provided on the existing results for estimating the stability of the solution in
deterministic settings, and our recent findings will be presented for the stochastic case. We will also
discuss the challenges involved in inverse random source problems and highlight potential avenues for
future research.

Inverse Problems on Piezoelectric Equations
A

WL K

Abstract: In this talk, recent progress on inverse problems for piezoelectric equations is discussed.
We show a uniqueness result on recovering coefficients of piecewise homogeneous piezoelectric
equations from a localized Dirichlet-to-Neumann map on partial boundaries. Assume the bounded
domain can be divided into finite subdomains, in which the unknown coefficients including elastic
tensor, piezoelectric tensor and dielectric tensor are constants. Two different cases are considered: the
subdomains are either known and Lipschitz, or unknown and subanalytic. For both cases, the unknown
coefficients can be uniquely determined from a given localized Dirichlet-to-Neumann map. Moreover,
for a specific hexagonal piezoelectric equation, we obtained a first order perturbation formula for the
phase velocity of Bleustein-Gulyaev (BG) waves, which expresses the shift in the velocity from its
comparative value, caused by the perturbation of the elasticity tensor, the piezoelectric tensor and of
the dielectric tensor.

32



a 1 4% ﬁ £ & ‘ Epfmﬁ E?Mifatics

SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY College of Science

wi} (‘

Deep learning approach for Bayesian inverse problems
SE
REAF

Abstract: Obtaining samples from the posterior distribution of Bayesian inverse problems is a long-
standing challenging, especially when the forward operator is modeled by partial differential equation
(PDE). In this talk, we will discuss how to leverage the deep learning’s capabilities to tackle this
challenge. Several fast and efficient deep neural network (DNN)-based approaches for accelerating
simulations in sample generation will be described. A novel framework based on invertible neural
networks using normalizing flow is also demonstrated.

Direct and inverse wave scattering by multi-layered media
ES]
W9 % A F

Abstract: In this talk, | will report some recent developments about the wave scattering problems
associated with multi-layered media. New numerical methods are presented in solving the wave
scattering problems for Helmholtz equations. The unigqueness issue is then addressed for inverse
problems of determining layered media with possible embedded obstacles by near-field measurements.
Finally, several inversion algorithms are proposed with numerical experiments which illustrate the
effectiveness of the algorithms.
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Shape Derivatives in Scattering: A Riemannian Geometry Approach
FEIE
B 7 R R

Abstract: This talk presents the “derivative” of solutions of second-order PDE problems, in particular
scattering ones, with respect to the shape of the domain. A rigorous approach relies on encoding shape
variation by means of deformation scalar, vector or tensor fields, which will supply the directions for
taking shape derivatives. These derivatives and methods to compute them numerically are key tools
for studying shape sensitivity, performing gradient based shape optimization, and small-variation
shape uncertainty quantification. A unifying view of second-order PDE problems recasts them in the
language of differential geometry. Fittingly, the shape deformation through solution fields matches the
concept of Lie derivative. This paves the way for a unified treatment of shape differentiation in the
framework of differential geometry. Applications in acoustic, electromagnetic and elastic scattering
problems reveal the extraordinary power of the machinery.

Inverse Random Scattering Problems for Stochastic Wave Equations
)
FHIEMFIREFERGRFH AR

Abstract: In this talk, inverse random scattering problems with a random source or potential will be
introduced for different stochastic time-harmonic wave equations. The unknown random source or
potential is assumed to be a generalized isotropic Gaussian random field with its covariance operator
being a classical pseudo-differential operator. With information of the data observed in a bounded
domain, the strength of the random source or potential, involved in the principal symbol of its
covariance operator, is shown to be uniquely determined by a single realization of the magnitude of
the wave field averaged over the frequency band with probability one.
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An inverse boundary value problem for a nonlinear elastic wave

equation

P

E9
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Abstract: We consider an inverse boundary value problem for a nonlinear model of elastic waves. We

show that all the material parameters appearing in the equation can be uniquely determined from

boundary measurements under certain geometric conditions. The proof is based on the higher order
linearization and the construction of Gaussian beam solutions.

\e
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A numerical method for elliptic equations based on Runge

approximation
PR3
&K F

Abstract: Runge approximation refers to the approximation of a solution to a partial differential equation in a
domain by solutions of the same equation in a larger domain containing it. In this talk, we will give a numerical
method for elliptic equations based on Runge approximation. Some results on quantitative Runge approximation and
the error estimate based on it will be presented, illustrated by some numerical examples. The method shows flexibility
in practice and can be potentially applied to inverse problems and design problems. This is a joint work with Prof.
Jin Cheng.
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Morozov's discrepancy principle for two non-convex Tikhonov
regularizations
Tx
AL K%

Abstract: Morozov's discrepancy principle (MDP) is commonly adopted in Tikhonov regularization
for choosing the regularization parameter. However, for the non-convex regularization, there may exist
multiple minimizers and one can not ensure the existence of $\alpha$ such that MDP i.e.
$\tau_1\delta\leq \|F(x_{\alpha}*{\delta})-y"{\delta}\|_Y\leq \tau_2 \delta$ $(1\le
\tau_1&It;\tau_2)$ holds. In this report, we discuss the applications of MDP for two non-convex
regularizaitons. 1. For the non-linear inverse problems with the general convex penalty, we prove the
existence of the regularization parameter $\alpha$ under MDP if $\tau_2\ge (3+2\gamma)\tau_1$,
where $igammad&gt;0$ is a parameter in a tangential cone condition. 2. MDP is considered for linear
(or nonlinear ill-posed problems) with the non-convex $\alpha\ell_1-\beta\ell_2$ sparsity regularizer
($\alpha&gt;\beta&gt;0%). It is shown that if $\tau_1$ and $\tau_2$ satisfies some conditions, there
exists a regularization parameter $\alpha$ such that MDP holds. Furthermore, for the above two cases,
it is shown that $\alpha$ converges to 0 as $\delta\rightarrow 0$. In addition, well-posedness and
convergence rate results are presented for the regularized solution under MDP. Numerical simulation
results are reported to illustrate the efficiency of the proposed approach.

References:

1. Ding L and Han W. $\alpha\ell_{1}-\beta\ell_{2}$ regularization for sparse recovery, Inverse
Problems, 2019, 35: 125009.

2. Ding L and Han W. A projected gradient method for $\alpha\ell_{1}-\beta\ell_{2}$ sparsity
regularization, Inverse Problems, 2020, 36: 125012.

3. Ding L and Han W. Morozov's discrepancy principle for Tikhonov regularization of non-linear
inverse problems with general convex penalty, Inverse Problems and Imaging. 2023, 17: 157-179.

4. Ding L and Han W. $\alpha\ell_{1}-\beta\ell_{2}$ sparsity regularization for nonlinear ill-posed
problems, arXiv: 2007.11377v1."
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A CCBM-based generalized GKB iterative regularization algorithm
for inverse Cauchy problems
ERF
HEMEMRARF

Abstract: This talk examines inverse Cauchy problems that are governed by a kind of elliptic partial
differential equation. The inverse problems involve recovering the missing data on an inaccessible
boundary from the measured data on an accessible boundary, which is severely ill-posed. By using the
coupled complex boundary method (CCBM), which integrates both Dirichlet and Neumann data into
a single Robin boundary condition, we reformulate the underlying problem into an operator equation.
Based on this new formulation, we study the solution existence issue of the reduced problem with
noisy data. A Golub-Kahan bidiagonalization (GKB) process together with Givens rotation is
employed for iteratively solving the proposed operator equation. The regularizing property of the
developed method, called CCBM-GKB, and its convergence rate results are proved under a posteriori
stopping rule. Finally, a linear finite element method is used for the numerical realization of CCBM-
GKB. Various numerical experiments demonstrate that CCBM-GKB is a kind of accelerated iterative
regularization method, as it is much faster than the classic Landweber method.

Physics-informed invertible neural network for the Koopman operator

learning
B ik
ERAF

Abstract: The Koopman operator is used to embed a nonlinear system into an infinite, yet linear system with a set
of observable functions. However, manually selecting observable functions that span the invariant subspace of the
Koopman operator based on prior knowledge is inefficient and challenging, particularly when little or no information
is available about the underlying system. Furthermore, current methodologies tend to disregard the importance of the
invertibility of observable functions, which leads to inaccurate results. To address these challenges, we propose the
so-called FlowDMD, a Flow-based Dynamic Mode Decomposition that utilizes the Coupling Flow Invertible Neural
Network (CF-INN) framework. FlowDMD leverages the intrinsically invertible characteristics of the CF-INN to
learn the invariant subspaces of the Koopman operator and accurately reconstruct state variables. Numerical

experiments demonstrate the superior performance of our algorithm compared to state-of-the-art methodologies.
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On domain sampling methods for inverse boundary value problems by
one measurement
T

R AF

Abstract: We consider an inverse boundary value problem for the Laplace equation, which discusses
the reconstruction of an unknown target inside the background medium from one boundary
measurement. We are interested in two domain sampling methods, i.e., the range test and no-response
test. We study the convergence and numerical realizations of these methods. Some new techniques are
proposed to set up efficient algorithms, which yield reasonably good numerical reconstructions. To
demonstrate the performance of proposed algorithms, we show several numerical examples for
different shapes of unknown targets with noisy measurement data. Some key ingredients of numerical
implementations are discussed in detail.

A hybrid deep learning framework for the limited aperture inverse

scattering problem
El %
REAF

Abstract: In this talk, we are concerned with the limited aperture inverse scattering problem with the impedance
boundary condition, given far-field data for one incident direction at a fixed frequency. It is noticed that, to solve
such an inverse scattering problem, iterative numerical algorithms based on the PDE-constrained optimization are
commonly need a reasonable initial guess and a forward solver at each iteration step. To overcome these issues, a
hybrid deep learning framework based on the scattering informed neural network(SINN) and a least squares method
is proposed to simultaneously reconstruct the shape and the impedance. In this framework, SINN is trained to learn
both the shape of the obstacle and the density function of the single layer potential with limited aperture data, and
then, the learned shape and density function are applied in the least squares method to recover the impedance. Several
numerical examples are presented to show the promising feasibility of our method.
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Geometrical inverse problems arising from elastic-wave travel-time
tomography
Z 45

B E AR

Abstract: We consider the determination of anisotropic perturbation of an isotropic elastic body from
travel-time measurement. For the perturbation of P waves, we arrived at a standard tensor tomography
of a rank-four tensor on a Riemannian manifold. Perturbation of S waves gives a mixed ray transform
of a different (but closely related) rank-four tensor. We discuss the uniqueness results for these two
types of geometrical inverse problems under certain situations.

\£§

Acousto-electric tomography imaging model and algorithm based on
two-point gradient $\Theta$ method
L
REAF

Abstract: We study the numerical reconstruction problem in acousto-electric tomography of
recovering the conductivity distribution in a bounded domain from interior power density data. We
propose a numerical method for recovering discontinuous conductivity distributions, by utilizing the
two point gradient method, the piecewise constant conductivity can be efficiently reconstructed.
Extensive numerical experiments are presented to illustrate the feasibility of the proposed approach.
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Statement observation problem for stochastic partial differential
equations
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Abstract: This talk studies statement observation problem of stochastic parabolic equations.
Conditional stability and regularization methods for this problem are proved. Numerical method is
proposed with verification by examples.

Convergence Rates of Tikhonov Regularizations for Elliptic and
Parabolic Inverse Radiativity Problems
HNRE
e A F

Abstract: In this talk, we shall study the convergence rates of the Tikhonov regularized solutions for
the recovery of the radiativities in elliptic and parabolic systems in general dimensional spaces. The
conditional stability estimates are first derived. Due to the difficulty of the verification of the existing
source conditions or nonlinearity conditions of the inverse radiativity problems in high dimensional
spaces, some new variational source conditions are proposed. The conditions are rigorously verified
in general dimensional spaces under the conditional stability estimates. We will also derive the
reasonable convergence rates under the new source conditions, and the results reveal the explicit
relation between the regularity of the radiativities and the convergence rates.
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Inverse source problem for fractional diffusion equation and unique

continuation for weak solutions

R T A¥

Abstract: In this talk, we will show the sharp uniqueness for an inverse x-source problem for a one-
dimensional time-fractional diffusion equation with a zeroth-order term by the minimum possible
lateral Cauchy data. The key ingredient is the unique continuation which holds for weak solutions.

Image restoration from double regularizations model with theoretical
analysis
Ul

R AF

Abstract: Consider the image restoration from incomplete noisy frequency data with total variation
and sparsity regularizing penalty terms. Firstly, we establish an unconstrained optimization model with
different smooth approximations on the regularizing terms. Then, to weaken the amount of
computations for cost functional with total variation term, the alternating iterative scheme is developed
to obtain the exact solution through shrinkage thresholding in inner loop, while the nonlinear Euler
equation is appropriately linearized at each iteration in exterior loop, yielding a linear system with
diagonal coefficient matrix in frequency domain. Finally the linearized iteration is proven to be
convergent in generalized sense for suitable regularizing parameters, and the error between the
linearized iterative solution and the one gotten from the exact nonlinear Euler equation is rigorously
estimated, revealing the essence of the proposed alternative iteration scheme. Numerical tests for
different configurations show the validity of the proposed scheme, compared with some existing
algorithms.
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A modified quasi-boundary value regularization method for time
fractional diffusion equation inverse spatial-dependent source problem
e B A
RER T KZ

Abstract: In this talk, a modified quasi-boundary value regularization method is proposed to solve an
inverse source problem for time fractional diffusion equation. First, the regularization problem is
proposed and the existence and the uniqueness of the regularized solution are proven. Then based on
some source condition for the source term and the selection strategies for the regularization parameter,
the a prior convergence rate and the posteriori convergence rate of regularization solution are derived
by using the eigenfunction expansion method. Next, an all-in-one matrix form with block-Toeplitz
structure is obtained by using the finite difference discretization for the regularized problem, and an
efficient preconditioning technique is adopted to approximately solve the regularization solution.
Finally, several numerical examples are chosen to evaluate the effectiveness of the inversion method.

Uniqueness and numerical inversions for time-domain fluorescence
diffuse optical tomography
S d
A SR K F

Abstract: The time-domain fluorescence diffuse optical tomography (FDOT) is to recover the
distribution of fluorophores in biological tissue from the time domain measurement on the boundary.
With the Laplace transform and the knowledge of complex analysis, we build the uniqueness theorem
of this inverse problem. Further, we identify the location of the distribution of fluorophores over a
point, refer as a point target. We theoretically investigate what is the minimal number of measurements
to determine the point target location, analyzing the determinant of sensitivity matrix.

43



SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY College of Science

a 1 4% ﬁ £ & ‘ Epfmﬁ E?Mifatics

# I /

‘-_

Several kinds of inverse coefficient problems in time-fractional

diffusion

E v

Abstract: In this talk, we consider some coefficient identification problems for the time-fractional
diffusion equations. We firstly establish some well-posedness results of the forward problems, and
also give some method and frame of studying the forward problem. Then we introduce some technique
for researching the inverse problems. Finally we employ some iterative regularization algorithm to
construct the unknown coefficients.

Solving an inverse source problem by deep neural network method
with convergence and error analysis
KA
FEAF

Abstract: For the inverse source problem of an elliptic system using noisy internal measurement as
inversion input, we approximate its solution by neural network function, which is obtained by
optimizing an empirical loss function with appropriate regularizing terms. We analyze the convergence
of the general loss from noisy inversion input data in Deep Galerkin Method by the regularizing
empirical loss function. Based on the upper bound of the expected loss function by its regularizing
empirical form, we establish the upper bound of the expected loss function at the minimizer of the
regularizing empirical noisy loss function in terms of the number of sampling points as well as the
noise level quantitatively, for suitably chosen regularizing parameters and regularizing terms. Then,
by specifying the number of sampling points in terms of noise level of inversion input data, we
establish the error orders representing the difference between the neural network solution and the exact
one, under some a-priori restrictions on the source. Finally, we give numerical implementations for
several examples to verify our theoretical results.
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Some progress about shell structure scattering problems on rough

surfaces
K &
AL Tk A

Abstract: As the shell structure is often used in underwater targets, the acoustic scattering problem of
underwater shells is a concerned question in many fields for a long time. It is also the foundation of
target reconstruction in the field of underwater acoustics. In this talk, we mainly focus on the scattering
and inverse scattering of rough surfaces and shell structures. We introduce a novel integral equation
for the scattering problem. The numerical methods for the integral equation are studied based on the
analysis of the integral kernel. Then we prove the convergence of the algorithm and show some
numerical results for the scattering problems. Finally, we will introduce our ongoing research work.

BRI S T 9 A 7 A2 o B IR I R
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Learning Robust Imaging Models without Paired Data
AT,
BRERF

Abstract: The observations in practical imaging systems always contain complex noise such that
classical approaches are difficult to obtain satisfactory results. In recent years, deep neural networks
directly learned a map between the noisy and clean images based on the training on paired data. Despite
its promising results in various tasks, collecting the training data is difficult and time-consuming in
practice. In this talk, in the unpaired data regime, we will discuss our recent progress for building Al-
aided robust models and their applications in image processing. Leveraging the Bayesian inference
framework, our model combines classical mathematical modeling and deep neural networks to
improve interpretability. Experimental results on various real datasets validate the advantages of the
proposed methods.

Nonconvex Optimization Algorithms in Image Reconstruction for

Nonlinear Imaging
PR e

FERMFREF SRR FHA AT

Abstract: Nonlinear imaging has high degree of task-specific utilities for medical, security, and other
imaging applications, such as quantitative dual-energy CT, digital breast tomosynthesis, phase
retrieval. Accurate image reconstruction in nonlinear imaging remains a challenging task, largely
because its forward operator is nonlinear. Because of the nonlinear data model in image reconstruction,
the optimization problems devised are generally nonconvex. In the talk, I will discuss an extended
primal-dual (EPD) algorithm framework that we have developed for image reconstruction through
solving nonconvex optimization problems in a class of nonlinear imaging. Moreover, under proper
assumptions, we would also discuss the convergence of the schemes for the general model. Extensive
numerical studies are carried out to verify that the EPD algorithm framework can numerically
accurately reconstruct images in dual-energy CT.
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DDRF-CNN: Data-Driven Reference Frame Convolutional Neural

Networks
&MY
A F

Abstract: Many scientific and engineering datasets are presented in non-Euclidean structures and
naturally lack global parameterizations or coordinate systems. The analysis and processing of such
geometric data rely on local reference frames (LRFs). Traditional and recently emerging geometric
deep learning methods attempt to find a suitable way to construct LRFs. Some recent work has
observed that the best-performing LRFs depend on the data and the tasks. Inspired by this observation,
we propose data-driven reference frame convolutional neural networks, called DDRF-CNNs, which
are a novel family of geometric neural networks for 3D feature extraction and shape generation.
DDRF-CNNs rely on LRFs inferred by neural networks trained on downstream tasks and data, instead
of LRFs constructed using fixed formulas. In this way, feature representations or generated shapes are
obtained that are more beneficial for downstream tasks. Comprehensive experiments show that the
proposed DDRF-CNNs achieve similar or better results than state-of-the-art point cloud classification
and reconstruction methods.

REFIEFEGLH
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Solving Boltzmann equation with neural sparse representation
FE—
AT A¥

Abstract: We consider the neural sparse representation to solve Boltzmann equation with BGK and
quadratic collision model, where a network-based ansatz that can approximate the distribution function
with extremely high efficiency is proposed. Precisely, fully connected neural networks are employed
in the time and spatial space so as to avoid the discretization in space and time. Different low-rank
representations are utilized in the microscopic velocity for the BGK and quadratic collision model,
resulting in a significant reduction in the degree of freedom. We approximate the discrete velocity
distribution in the BGK model using the canonical polyadic decomposition. For the quadratic collision
model, a data-driven, SVD-based linear basis is built based on the BGK solution. All these will
significantly improve the efficiency of the network when solving Boltzmann equation. Moreover, the
specially designed adaptive-weight loss function is proposed with the strategies as multi-scale input
and Maxwellian splitting applied to further enhance the approximation efficiency and speed up the
learning process. Several numerical experiments, including 1D wave and Sod problems and 2D wave
problem, demonstrate the effectiveness of these neural sparse representation methods.

AE-FLOW: Autoencoders with Normalizing Flows for Medical Images

Anomaly Detection
K /NBE
LR EARF

Abstract: Anomaly detection from medical images is an important task for clinical screening and
diagnosis. In general, a large dataset of normal images is available while only few abnormal images
can be collected in clinical practice. By mimicking the diagnosis process of radiologists, we attempt
to tackle this problem by learning a tractable distribution of normal images and identify anomalies by
differentiating the original image and the reconstructed normal image. More specifically, we propose
a normalizing flow based autoencoder for an efficient and tractable representation of normal medical
images. The anomaly score consists of the likelihood originated from the normalizing flow and the
reconstruction error of the autoencoder, which allows to identify the abnormality and provide an
interpretability at both image and pixel levels. Experimental evaluation on different medical | images
datasets showed that the proposed model outperformed the other approaches by a large margin, which
validated the effectiveness and robustness of the proposed method.
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Lipschitz Stability of Recovering the Conductivity from Internal

Current Densities
A AT 2l
L =

Abstract: Hybrid imaging techniques have been developed recently to produce clearer images than
those produced by electrical impedance tomography. We focus on the inverse problem arising in the
quantitative step of many hybrid imaging methods, formulated as recovering the isotropic conductivity
of an object given internal current densities generated by applying different boundary conditions to the

electrostatic equation. We provide a local Lipschitz stability for the general inverse problem in both
full and partial data cases.

An Inverse Problem for Nonlinear Time-dependent Schrodinger

Equations with Partial Data
%
HHL A

Abstract: In this talk, I will present some recent results on solving inverse boundary value problems
for nonlinear PDEs, especially for a time-dependent Schrodinger equation with time-dependent
potentials with partial boundary Dirichlet-to-Neumann map. After a higher order linearization step,
the problem will be reduced to implementing special geometrical optics (GO) solutions to prove the

uniqueness and stability of the reconstruction. This is a joint work with my PhD student Xuezhu Lu
and Prof. Ru-Yu Lai.
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Selective focusing of multiple elastic cavities
MR
WL A

Abstract: This talk is concerned with the inverse time-harmonic elastic scattering of multiple small
and well-resolved cavities in two dimensions. We extend the so-called D.O.R.T. method to this case
so that selective focusing can be achieved on each cavity with far field measurements. A rigorous
mathematical justification for the related eigenfunctions of the time-reversal operator to the location
of the cavities is presented based on the asymptotic analysis of the far field operator and decaying
property of oscillatory integrals. We show that each cavity gives rise to five significant eigenvalues
while each corresponding eigenfunction generates an incident wave focusing selectively on that cavity.
Numerical experiments are given to verify the theoretical result.

A stochastic gradient descent approach with partitioned-truncated
singular value decomposition for large-scale inverse problems of
magnetic modulus data
Z XMW

" RIE Tk AR 2K

Abstract: We propose a stochastic gradient descent approach with partitioned-truncated singular value
decomposition for large-scale inverse problems of magnetic modulus data. Motivated by a uniqueness
theorem in gravity inverse problem and realizing the similarity between gravity and magnetic inverse
problems, we propose to solve the level-set function modeling the volume susceptibility distribution
from the nonlinear magnetic modulus data. To deal with large-scale data, we employ a mini-batch
stochastic gradient descent approach with random reshuffling when solving the optimization problem
of the inverse problem. We propose a stepsize rule for the stochastic gradient descent according to the
Courant-Friedrichs-Lewy condition of the evolution equation. In addition, we develop a partitioned-
truncated singular value decomposition algorithm for the linear part of the inverse problem in the
context of stochastic gradient descent. Numerical examples illustrate the efficacy of the proposed
method, which turns out to have the capability of efficiently processing large-scale measurement data
for the magnetic inverse problem. A possible generalization to the inverse problem of deep neural
network is discussed at the end.
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Neutral inclusions and weakly neutral inclusions
FEEIE
WL T K%

Abstract: An inclusion is said to be neutral to uniform fields if upon insertion into a homogenous
medium with a uniform field it does not perturb the uniform field at all. It is said to be weakly neutral
if it perturbs the uniform field mildly. Such inclusions are of interest in relation to invisibility cloaking
and effective medium theory. There have been some attempts lately to construct or to show existence
of such inclusions in the form of core-shell structure or a single inclusion with the imperfect bonding
parameter attached to its boundary. This talk is to review recent progress in such attempts.

Scattering of waves in orthotropic elastic media
&%
WL A

Abstract: In this talk, 1 will provide a high-accuracy boundary integral equation solver for wave
scattering in orthotropic elastic media. Closed form of Green's tensor is derived based on the method
of Fourier transform. A fast and accurate algorithm is developed to compute Green's tensor. We then

solve the scattering problem based on a transparent boundary condition. Numerical examples
demonstrate the accuracy of the solver.
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Design and finite element simulation of information open

electromagnetic cloak device

it
R K F

Abstract: In this talk, we first introduce the design principle and applications of the information open
electromagnetic cloak device, and then we design two layered information open electromagnetic cloak
devices based on linear and nonlinear transformations. By the finite element simulations, we find that
the information open electromagnetic cloak device obtained by the level layered design method has
better cloak effect than the equidistant layered design.

A hybrid boundary integral equation solver for wave equation problem

in an interior domain
&5
F R FERFEREFFRRIK

Abstract: This talk will present a frequency-time hybrid solver for the time-dependent wave equation
over a two-dimensional interior spatial domain. The approach relies on four main elements, namely,
1) A multiple scattering strategy that decomposes a given time-domain problem into a sequence of
limited-duration time-domain problems of scattering by open-arcs, each one of which are reduced (by
means of the Fourier transform) to a fixed sequence of frequency-domain problems; 2) "Spatially
windowed" boundary integral equations on overlapping boundary patches (which do not suffer from
solution singularity at the open-arc endpoints), for the solution of the frequency-domain problems in
point 1); 3) A smooth "Time-windowing and recentering" methodology that enables both treatment of
incident signals of long duration and long time simulation; and, 4) A Fourier transform algorithm that
delivers numerically dispersionless, spectrally-accurate time evolution for given incident fields.
Numerical examples will be presented which demonstrate the accuracy and efficiency of the proposed
methodology.
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An adaptive finite element DtN method for the elastic wave scattering

problem in three dimensions
=Rl

BEHAF

Abstract: Consider the elastic scattering of an incident wave by a rigid obstacle in three dimensions,
which is formulated as an exterior problem for the Navier equation. By constructing a Dirichlet-to-
Neumann (DtN) operator and introducing a transparent boundary condition, the scattering problem is
reduced equivalently to a boundary value problem in a bounded domain. The discrete problem with
the truncated DtN operator is solved by using the a posteriori error estimate based adaptive finite
element method. The estimate takes account of both the finite element approximation error and the
truncation error of the DtN operator, where the latter is shown to converge exponentially with respect
to the truncation parameter. Moreover, the generalized Woodbury matrix identity is utilized to solve
the resulting linear system efficiently. Numerical experiments are presented to demonstrate the
superior performance of the proposed method.

Mathematical theory for topological photonic materials in one

dimension
ik i
FHEREAF

Abstract: We present a rigorous theory for topological photonic materials in one dimension. The main
focus is on the existence and stability of interface modes that are induced by topological properties of
the bulk structure. For a general 1D photonic structure with time-reversal symmetry, we investigate
the existence of an interface mode that is induced by a Dirac point upon perturbation. For a periodic
photonic structure with both time-reversal and inversion symmetry, we show that corresponding
topological index Zak phase is determined by the parity (even or odd) of the Bloch modes at the band
edges. For a photonic structure consisting of two semi-infinite systems on the two sides of an interface
with distinct topological indices, we show the existence of an interface mode inside the common gap.
The stability of the mode under perturbations is also investigated.
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Visibility, invisibility and unique recovery of inverse electromagnetic
problems with conical singularities
A%
A F

Abstract: Consider time-harmonic electromagnetic scattering in two scenarios, where the anomalous
scatterer is either a pair of electromagnetic sources or an inhomogeneous medium, both with compact
supports. In this talk, we are mainly concerned with the geometrical inverse scattering problem of
recovering the support of the scatterer, independent of its physical contents, by a single far-field
measurement. It is assumed that the support of the scatterer (locally) possesses a conical singularity.
We establish a local characterisation of the scatterer when invisibility/transparency occurs, showing
that its characteristic parameters must vanish locally around the conical point. Using this
characterisation, we establish several local and global uniqueness results for the aforementioned
inverse scattering problems, showing that visibility must imply unique recovery. In the process, we
also establish the local vanishing property of the electromagnetic transmission eigenfunctions around
a conical point under the Hdder regularity or a regularity condition in terms of Herglotz approximation.

Unigueness and reconstruction method for inverse elastic wave
scattering with phaseless data
E Ly
MK F

Abstract: This talk concerns the inverse elastic scattering of an incident point source by an
impenetrable obstacle with phaseless total-field data in two dimensions. To establish the uniqueness
results, the reciprocity relation for point source and the mixed reciprocity relation are derived. Then,
based on the infinite groups of incident fields superposed by two point sources at a fixed frequency,
we prove the uniqueness result from the phaseless total-field data without knowing the boundary
condition of the obstacle in advance. In addition, the uniqueness result from the phaseless far-field
data is also obtained by using the infinite groups of incident fields superposed by a point source and a
fixed plane wave. In order to reconstruct the shape and location of a rigid obstacle, a nonlinear integral
equation based iterative algorithm is proposed by using the phaseless total-field data and a fixed
incident point source. Numerical experiments are presented to show the effectiveness of the proposed
algorithm.
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Resonant modal approximation of time-domain elastic scattering from
nano-bubbles in elastic materials
&z
F AL I A F

Abstract: This talk is devoted to establishing the resonant modal expansion of the low-frequency part
of the scattered field for acoustic bubbles embedded in elastic materials in the time domain. Due to the
nano-bubble with damping, Minnaert resonance can be induced at certain discrete resonant frequencies,
which forms the fundamental basis of effectively constructing elastic metamaterials via the composite
material theory. There are two major contributions in this work. First, we ansatz a special form of the
density, approximate the incident field with a finite number of modes, and then obtain an expansion
with a finite number of modes for the acoustic-elastic wave scattering in the time-harmonic regime.
Second, we show that the low-frequency part of the scattered field in the time domain can be well
approximated by using the resonant modal expansion with sharp error estimates. Interestingly, we find
that the 0-th mode is the main contribution to the resonant modal expansion.
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Variational Inverting Network for Statistical Inverse Problems of
Partial Differential Equations
L
W R A F

Abstract: For quantifying the uncertainties of the inverse problems governed by some partial
differential equations (PDES), the inverse problems are transformed into statistical inference problems
based on Bayes' formula. Recently, infinite-dimensional Bayesian analysis methods are introduced to
give a rigorous characterization and construct dimension-independent algorithms. However, there are
three major problems for current infinite-dimensional Bayesian methods: prior measures usually only
behaves like regularizers; complex noises are rarely considered; many computationally expensive
forward PDEs need to be calculated for estimating posterior statistical quantities. To address these
issues, we propose a general infinite-dimensional inference framework based on a detailed analysis on
the infinite-dimensional variational inference method and the ideas of deep generative models that are
popular in the machine learning community. Specifically, by introducing some measure equivalence
assumptions, we derive the evidence lower bound in the infinite-dimensional setting and provide
possible parametric strategies that yield a general inference framework named variational inverting
network (VINet). This inference framework has the ability to encode prior and noise information from
learning examples. In addition, relying on the power of deep neural networks, the posterior mean and
variance can be efficiently generated in the inference stage in an explicit manner. In numerical
experiments, we design specific network structures that yield a computable VINet from the general
inference framework. Numerical examples of linear inverse problems governed by a Helmholtz
equation are given, illustrating the effectiveness of the proposed inference framework.

Minnaert resonances for bubbles in soft elastic materials

BB EXAF
Abstract: In this talk, the low-frequency resonance for acoustic bubbles embedded in soft elastic
materials is discussed. This is a hybrid physical process that couples the acoustic and elastic wave
propagations. By delicately and subtly balancing the acoustic and elastic parameters as well as the
geometry of the bubble, we show that Minnaert resonance can occur for rather general constructions.

This study poses a great potential for the effective realisation of negative elastic materials by using
bubbly elastic media.
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Fixed angle inverse scattering for sound speeds close to constant
TRt
FIRAF

Abstract: We study the fixed angle inverse scattering problem of determining a sound speed from
scattering measurements corresponding to a single incident wave. The main result shows that a sound
speed close to constant can be stably determined by just one measurement. Our method is based on
studying the linearized problem, which turns out to be related to the acoustic problem in photoacoustic
imaging. We adapt the modified time-reversal method from [P. Stefanov and G. Uhlmann,
Thermoacoustic tomography with variable sound speed, Inverse Problems 25 (2009), 075011] to solve
the linearized problem in a stable way, and we use this to give a local uniqueness result for the
nonlinear inverse problem.

Effective Medium Theory for Embedded Obstacles in Elasticity with
Applications to Inverse Problems
&K AR
BB T A F

Abstract: In this talk, we mainly consider a time-harmonic elastic wave scattering from a general
inhomogeneous medium with an embedded impenetrable obstacle, which is strongly motivated by the
partial-data inverse boundary problem and the inverse scattering problem of recovering complex
scatterers consisting of mediums and buried obstacles. We first explore the scattering model with
embedded obstacle can be effectively approximated by a scattering model with an isotropic elastic
medium with particular material parameters, then we derive a sharp estimate to rigorously verify such

an effective approximation. This result in this talk is joint works with Zhengjiang Bai(XMU), Huaian
Diao(JLU) and Hongyu Liu(CityU)
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Geometrical properties of transmission eigenfunctions
T

%R E Tk A

Abstract: In this talk, we present the discovery of a novel and intriguing global geometric structure of
the (interior) transmission eigenfunctions associated with the Helmholtz system and Maxwell system,
respectively. It is shown in generic scenarios that there always exists a sequence of transmission
eigenfunctions with the corresponding eigenvalues going to infinity such that those eigenfunctions are
localized around the boundary of the domain. We provide a comprehensive and rigorous justification
in the case within the radial geometry, whereas for the non-radial case, we conduct extensive numerical
experiments to quantitatively verify the localizing behaviors. The discovery provides a new
perspective on wave localization.

Convergence analysis of the Yee scheme on non-uniform grids for 3D

Maxwell's equations with the uniaxial PML
KK
FRIREFE 5 R G FH R I

Abstract: A new kind of perfectly matched layer (PML) methods was proposed recently for 3D time-
domain electromagnetic scattering problems (SIAM J. Numer. Anal. 58(3) (2020), 1918-1940: the
spherical PML; arXiv:2102.01843v1, 2021: the uniaxial PML). It has been proved that this kind of
PML methods is exponentially convergent in terms of the layer thickness and the PML parameters. In
this paper, we further study the energy variation of the electromagnetic fields for the truncated problem
with the new uniaxial PML covered by a perfectly conducting condition (PEC) on the outer boundary
of the PML layer (called the truncated PML problem in this paper) and the convergence of the Yee
scheme on non-uniform grids for the truncated PML problem. It is proved that the truncated PML
problem is energy conserved in terms of the energy of the electromagnetic fields and their curls. By
the energy identity, the stability condition for the Yee scheme on non-uniform grids is derived, and
then the stability as well as the superconvergence of the Yee scheme on non-uniform grids are proved
in terms of the discrete L2 norm. Numerical experiments are also conducted to confirm the analysis
of the Yee scheme and the practical efficiency of the new PML method. This talk is based on recent
joint work with Liping Gao.
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Inverse obstacle scattering for elastic waves in the time domain

R
BEHAF

Abstract: This talk concerns an inverse elastic scattering problem which is to determine a rigid
obstacle from time domain scattered field data for a single incident plane wave. By using Helmholtz
decomposition, we reduce the initial-boundary value problem of the time domain Navier equation to a
coupled initial-boundary value problem of wave equations, and prove the uniqueness of the solution
for the coupled problem by employing energy method. The retarded single layer potential is introduced
to establish the coupled boundary integral equations, and the uniqueness is discussed for the solution
of the coupled boundary integral equations. Based on the convolution quadrature method for time
discretization, the coupled boundary integral equations are reformulated into a system of boundary
integral equations in s-domain, and then a convolution quadrature based nonlinear integral equation
method is proposed for the inverse problem. Numerical experiments are presented to show the

feasibility and effectiveness of the proposed method.
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An interior inverse scattering problem in elasticity

o1
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Abstract: We consider an interior inverse scattering problem of reconstructing the shape of an elastic
cavity. First of all, we show a reciprocity relation for the scattered elastic field and a uniqueness
theorem for the inverse problem. Then we employ the decomposition method to determine the

boundary of the cavity and present some convergence results. Numerical examples are provided to
show the viability of the method.

Fast inference for restricted maximum likelihood

methods with linear mixed models
KEE
AL 7 A

Abstract: Variance parameters estimation is one of the most important problems in statistical

inference. In this talk, we shall introduce the information splitting technique and show how to combine

such a splitting idea with some matrix analysis to design fast solvers for large scale variance parameter
estimation in the linear mixed models.
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Spatiotemoral Imaging with Diffeomorphic Optimal Transportation
PR
FEMFIRKFE R R FH A

Abstract: Motivated by the image reconstruction in spatiotemporal imaging, we introduce a concept
named diffeomorphic optimal transportation (DOT), which combines the Wasserstein distance with
Benamou--Brenier formula in optimal transportation and the flow of diffeomorphisms in large
deformation diffeomorphic metric mapping. Using DOT, we propose a hew variational model for joint
image reconstruction and motion estimation, which is suitable for spatiotemporal imaging involving
mass-preserving large diffeomorphic deformations. The proposed model is easy-to-implement and
solved by an alternating gradient descent algorithm, which is compared against existing alternatives
theoretically and numerically. Moreover, we present more extensions with applications to
spatiotemporal imaging and image registration based on DOT. Under appropriate conditions, the
proposed algorithm can be adapted as a new algorithm to solve the models using quadratic Wasserstein
distance. The performance is validated by several numerical experiments in spatiotemporal
tomography, where the projection data is time-dependent sparse and/or high-noise.

Inverse source problems for the stochastic wave equations: far-field

patterns
FAH

R e K

Abstract: This talk addresses the direct and inverse source problems for the stochastic acoustic,
biharmonic, electromagnetic, and elastic wave equations in a unified framework. The driven source is
assumed to be a centered generalized microlocally isotropic Gaussian random field, whose covariance
and relation operators are classical pseudodifferential operators. Given the random source, the direct
problems are shown to be well-posed in the sense of distributions and the regularity of the solutions
are given. For the inverse problems, we demonstrate by ergodicity that the principal symbols of the
covariance and relation operators can be uniquely determined by a single realization of the far-field
pattern averaged over the frequency band with probability one.
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Direct imaging method for reconstructing penetrable locally rough

surfaces from phaseless total-field data

Fi
AR 5 R AN ARG

Abstract: This paper is concerned with the problem of inverse scattering of time-harmonic acoustic
plane waves by a two-layered medium with a locally rough interface in 2D. A direct imaging method
is proposed to reconstruct the locally rough interface from the phaseless total-field data measured on
the upper half of the circle with a large radius at a fixed frequency. The presence of the locally rough
interface poses challenges in the theoretical analysis of the imaging methods. To address these
challenges, a technically involved asymptotic analysis is provided for the relevant oscillatory integrals
involved in the imaging method, based mainly on the techniques and results in our recent work [L. Li,
J. Yang, B. Zhang and H. Zhang, arXiv:2208.00456] on the uniform far-field asymptotics of the
scattered field for acoustic scattering in a two-layered medium. Finally, extensive numerical
experiments are conducted to demonstrate the feasibility and robustness of our imaging algorithm.

Direct reconstruction methods in the ocean waveguide
AN
Mg K

Abstract: The scattering problems of marine acoustics have attracted great attention in recent years
since they have wide applications in identifications of submarines, mineral deposits, wreckages, reef,
submerged scatterers, etc. In this talk, we shall present the inverse problems and the corresponding
direct reconstruction methods in the ocean waveguide. The direct reconstruction methods can be
viewed as simple and efficient numerical techniques for providing reliable initial approximate
locations of the marine sources and scatterers for any existing more refined and advanced but
computationally more demanding algorithms to recover the accurate physical profiles.
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An Accelerated Level-Set Method for Inverse Scattering Problems
X B #]

AT MEAAKRF

Abstract: In this talk, we propose a rapid and robust iterative algorithm to solve inverse acoustic
scattering problems formulated as a PDE constrained shape optimization problem. We use a level-set
method to represent the obstacle geometry and propose a new scheme for updating the geometry based
on an adaptation of accelerated gradient descent methods. The resulting algorithm aims at reducing
the number of iterations and improving the accuracy of reconstructions. To cope with regularization
issues, we propose a smoothing to the shape gradient using a single layer potential associated with ik
where K is the wave number. Numerical experiments are given for several data types (full aperture,
backscattering, phaseless, multiple frequencies) and show that our method outperforms a
nonaccelerated approach in terms of convergence speed, accuracy, and sensitivity to initial guesses.

Simultaneously imaging a conductive medium and various obstacles
iAW/

W& AF

Abstract: This report intends to introduce the inverse problem of scattering of time-harmonic acoustic
waves by a mixed-type scatterer, which is the union of a conductive inhomogeneous penetrable
medium and  impenetrable obstacles with various boundary conditions. We aim to develop a
modified factorization method to show that both the support of the inhomogeneous medium and the
shape and location of the impenetrable obstacle can be simultaneously reconstructed by means of the
far-field data. Numerical examples are presented to illustrate the feasibility and effectiveness of the
proposed inversion algorithms.

63



a 1 4% ﬁ £ % ‘ Epfmﬁ E?Mifatics

SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY College of Science

wi'- (1

/.-

Inverse problems of magnetic resonance electrical impedance

tomography based on a single measurement
R
WL 7R I 98 A 5

Abstract: Magnetic resonance electrical impedance tomography (MREIT) aims to reconstruct the
conductivity distribution of an imaging object using a partial information of magnetic flux densities
which can be measured through an MRI scanner. Its capability of providing a high spatial resolution
conductivity image is unique. Traditional MREIT reconstructions takes use of two data sets produced
by two linearly independent currents. However, the temporal resolution of the reconstructed images is
low. Moreover, it seems cubersome in some real clinical applications such as transcranial electrical
stimulation. Recently, we propose an iterative reconstruction algorithm, called the single current
harmonic $B_z$ algorithm which can produce a conductivity image using only half of the time
compared with the traditional reconstructions. In this paper, we provide a rigous mathematical analysis
for the convergence of the single current harmonic $B_z$ algorithm. It turns out that under some mild
condition of the true conductivity, the sequences produced by the single current harmonic
$B_z$ algorithm convergent exponentially to the true solution ($\In$ of the conductivity). We do
numerical simulations to validate the proposed theory.

An introduction to the time-domain PML method for wave scattering

problems
B 5 H
A ¥

Abstract: In this talk, I firstly introduce briefly the main theoretical and numerical results on the time-
domain scattering problems, especially focusing on the time-domain perfectly matched layer (PML)
method. Then I will report a recent work on the PML analysis for the 3D time-domain electromagnetic
scattering problems. The exponential convergence of the PML method is established in terms of the
thickness of the layer and the PML parameter. As far as we know, this is the first convergence result
for the time-domain PML method for the 3D Maxwell equations. Our proof is mainly based on the
stability estimates of solutions of the truncated PML problem and the exponential decay estimates of
the stretched dyadic Green’s function for the Maxwell equations in the free space.
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Direct and inverse scattering by unbounded penetrable rough surfaces
AT

W& A

Abstract: This talk concerns the direct and inverse scattering problem by an unbounded penetrable
rough surface in a lossless medium. The cases that the transmission coefficient $\mu\neql$ and
$\mu=1$, which creates certain difficulties in the direct and inverse problem, respectively, are both
considered. We first estalish the well-posedness of the direct problem using the integral equation
method. Then we carefully consider the singularity of the solutions to the problem with incident point
source or hypersingular point source, where a simple and novel perspective is given for the derivation
of the singularity. Finally, a global uniqueness result is proven for the inverse problem on the unique
determination of the unbounded rough surface, the transmission coefficient and the wave number in
the lower half plane from the measurements of the near field only on a line segment above the interface
at a fixed frequency.

Uniqueness to inverse grating diffraction problem with infinitely many

plane waves at a fixed frequency
/N
W R KF

Abstract: In this talk, we focus on the inverse grating diffraction problem in two dimensional case.
We prove that a sound-soft periodic curve can be uniquely determined by the near-field data of
infinitely many incident plane waves with distinct directions at a fixed frequency. Our proof is based
on Schiffer's idea which consists of two ingredients: i) the total fields incited by distinct incident
directions are linearly independent; ii) there exist only finitely many linearly independent Dirichlet
eigenfunctions in a bounded domain or in a closed waveguide under additional assumptions on the
waveguide boundary. Based on the Rayleigh expansion, we show that the phased near-field data can
be uniquely determined by the phaseless near-field data in a bounded domain, with the exception of a
finite set of incident angles. Such a phase retrieval result leads to new uniqueness results using the
near-field data without phase information. This talk is based on a joint work with Guanghui Hu, Bo
Zhang, and Haiwen Zhang.
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Tikhonov regularizations with Lp penalties
PRAE T
B o S K F

Abstract: This talk presents the new trends and recent developments of Tikhonov regularizations in
Hilbert and Banach settings. We first present classical results of VSC in Hilbert settings. Then, we
propose and analyze variational source conditions (VSC) for the Tikhonov regularization methods with
Lp-penalties applied to an ill-posed operator equation in a Banach space. Our analysis is built on the
celebrated Littlewood-Paley theory and the concept of 1"2-boundedness. With these two analytical
principles, we validate the proposed VSC under a conditional stability estimate in terms of a dual
Triebel-Lizorkin-type norm. On the other hand, we will presents the applications of VSCs in some
inverse PDEs problems.

Second-order flows as computational models for inverse problems and
beyond
FEE
A F

Abstract: We introduce second-order flows as computational models for the solutions of problems
arising from inverse problems, mathematical imaging and beyond. This is a recent topic inspired by
second-order dynamics in convex optimization, while we focus on regularization properties, partial
differential equation settings, and non-convex constrained problems.
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Convergence analysis of a generalized Levenberg-Marquardt method

for possibly non-smooth inverse problems
ff ¥k K

AR Tk A

Abstract: In this work, we propose a generalized Levenberg-Marquardt method for nonlinear inverse
problems. Compared with the conventional Levenberg-Marqurdt method, the proposed method could
be independent of the Fr&het derivative of forward operator F and the iteration points. So it can be
used to solve both smooth and non-smooth inverse problems. This method is also designed with
general convex penalty terms to detect special features of solutions such as sparsity and piecewise
constancy. Convergence analysis of this method is established under a general tangential cone
condition (GTCC). In addition, we derive the convergence rate of the proposed method under Hdder-
type stability condition. As byproduct, we prove that the general tangential cone condition holds for
some PDE inverse problems. Finally, numerical simulations are presented to show the efficiency of
the proposed method.

A Fast Data-Driven Iteratively Regularized Method with Convex
Penalty for Solving Il1-Posed Problems
S
AR Tk K%

Abstract: In this work, we propose a new iterative regularization method for solving inverse problems
in Hilbert spaces. The iterative process of the proposed method combines classical iterative
regularization format and Data-Driven approach. Data-Driven technique is based on the idea of deep
learning to estimate the interior of a black box through a training set, so as to solve problems better
and faster in some cases. In order to capture the special feature of solutions, convex functions are
utilized to be penalty terms. Algorithmically, the two-point gradient acceleration strategy based on
homotopy perturbation method is applied to the iterative scheme, which makes the method have
satisfactory acceleration effect. We provide convergence analysis of the method under standard
assumptions for iterative regularization methods. Finally, several numerical experiments are presented
to show the effectiveness and acceleration effect of our method.
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Heuristic rule for inexact Newton-Landweber iteration with convex
penalty terms of nonlinear ill-posed problems
BT
AEFFERF

Abstract: Inexact Newton regularization is a family of prominent regularization methods for solving
nonlinear ill-posed problems, which consists of an outer Newton iteration and an inner scheme
providing increments by applying the regularization technique to the local linearized equations. In this
paper, we propose a heuristic stopping rule for inexact Newton regularization, where the inner scheme
is defined by Landweber iteration and the strong convex function is incorporated as the penalty term.
In contrast to a prior and a posteriori stopping rules, our heuristic rule is purely data driven and does
not require the information on noise level, which renders the method feasible when the noise level is
unknown or unreliable. Under certain assumptions on the random noise, we establish a new
convergence analysis for the inexact Newton-Landweber method under the heuristic rule. The
numerical simulations are provided to demonstrate the performance of our heuristic rule.

Fluid Velocity Reconstruction by a Deep Neural Network

Approximating Variational Data Assimilation
=

W RE T K%

Abstract: Current machine learning-driven methods make a positive difference to outlook on data
assimilation. However, its reliability remains to be studied since little  deterministic information from
physical laws is involved. In this talk, we will introduce our recent work about the efficient assimilation
of image sequences into mathematical models by the approximation of a deep neural network (DNN).
A novel minimizing loss function that guarantees the estimations from the equations and the neural
network consistent with the observations was established. Combined with the image model, data
assimilation inverse problem can be regarded as forward modelling in a DNN framework. Thus the
dimension of the variable to be determined will reduce, so is the huge computational cost for the
identification of time-dependent model coefficient. The sparsity regularization that accounts for sharp
fronts was employed to improve the well-posedness. Assimilation results show the proposed method
is robust for reconstructing the surface velocity of a fluid with vortex structures, which is a common
and important issue in oceanic forecasting.
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An Investigation on Semismooth Newton based Augmented

Lagrangian Method for Image Restoration
I 1
FEARAF

Abstract: The augmented Lagrangian method (also called as method of multipliers) is an important
and powerful optimization method for lots of smooth or nonsmooth variational problems in modern
signal processing, imaging and optimal control. However, one usually needs to solve a coupled and
nonlinear system of equations, which is very challenging. In this paper, we propose several
semismooth Newton methods to solve arising nonlinear subproblems for image restoration in finite
dimensional spaces, which leads to several highly efficient and competitive algorithms for imaging
processing. With the analysis of the metric subregularities of the corresponding functions, we give
both the global convergence and local linear convergence rate for the proposed augmented Lagrangian
methods with semismooth Newton solvers.

Dual gradient method for ill-posed problems using multiple repeated

measurement data
I

7?‘/\?‘[5713

Abstract: We consider determining $\R$-minimizing solutions of linear ill-posed problems $A x =
y$, where $A: \X \to \Y$ is a bounded linear operator from a Banach space $\X$ to a Hilbert space
$\Y$ and $\R: \X \to [0, \infty]$ is a proper strongly convex penalty function. Assuming that multiple
repeated independent identically distributed unbiased data of $y$ are available, we consider a dual
gradient method to reconstruct the $\R$-minimizing solution using the average of these data. By
terminating the method by either an {\it a priori} stopping rule or a variant of the discrepancy principle,
we provide the convergence analysis and derive convergence rates when the sought solution satisfies
certain variational source conditions. Various numerical results are reported to test the performance of
the method.
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Convergence analysis of inexact Newton-Landweber iteration under
H\" {o}lder stability
B F IR

AR Tk A

Abstract: In this work, we focus on a class of inverse problems with Lipschitz continuous Fr\'{e}chet
derivatives both in Hilbert spaces and Banach spaces. The convergence and convergence rate of the
inexact Newton-Landweber method (INLM) for such problems are presented under some assumptions.
For the inverse problems in Hilbert spaces, we revisit the convergence result and the convergence rate
of the INLM under Lipschitz condition and H\"{o}lder stability. Furthermore, the INLM for nonlinear
inverse problems in Banach spaces is also considered. By using a H\"{o}lder stability corresponding
to the Bregman distance, we derive the convergence property and convergence rate of the method.

Estimating the memory parameter for possibly non-linear and non-
Gaussian time series with wavelets
"R

FIAEZH A AF

Abstract: The asymptotic theory for the memory parameter estimator constructed from log-regression
with wavelets is incomplete for 1/f processes that are not necessarily Gaussian or linear. Such a theory
is necessary due to the importance of non-Gaussian and nonlinear long memory models in describing
financial time series. To fill this gap, we prove that under an assumption which can be implied by
ergodicity and additional ones, the estimator is asymptotically consistent.
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Theoretical analysis and numerical reconstruction for three kinds of

inverse random problems
LR
W% TR AF

Abstract: The inverse problem of stochastic differential equations is a new branch and an important
research field of inverse problems. It is full of challenges because it involves the ill-posedness of
inverse problems and the low regularity and uncertainty of random noise. Given a stochastic
differential equation, in what sense does its solution exist, and how to find appropriate statistics to
reconstruct the random function described by statistical data are the core issues of the stochastic inverse
problem. This talk is about the time-fractional differential equation driven by fractional Brownian
motion from the theoretical analysis, reconstruction algorithm design and effective implementation of
three kinds of inverse problems: inverse random initial data, inverse random source and inverse
random potential. For different random fields, it is proposed to give the well-posedness and
corresponding stability estimates of the corresponding stochastic direct problem; For the
corresponding inverse random problem, the effective reconstruction formula between the statistics of
the random function to be inverted and the observed data will be established, and the corresponding
existence, uniqueness results and stability analysis will be given; Combining the regularization method
and the preconditioned iterative algorithm, we will study the efficient algorithm in different random
situations.

Current density impedance imaging with PINNs
KX AF

Abstract: In this paper, we introduce CDII-PINNs, a computationally efficient method for solving
CDII using PINNSs in the framework of Tikhonov regularization. This method constructs a physics-
informed loss function by merging the regularized least-squares output functional with an underlying
differential equation, which describes the relationship between the conductivity and voltage. A pair of
neural networks representing the conductivity and voltage, respectively, are coupled by this loss
function. Then, minimizing the loss function provides a reconstruction. We give an error analysis for
CDII-PINNs and establish a convergence rate, based on prior selected neural network parameters in
terms of the number of samples. The numerical simulations demonstrate that CDII-PINNSs are efficient,
accurate and robust to noise levels ranging from $1\%3$ to $20\%$.
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Inverse random potential scattering for elastic waves
ZHER
1 7 T 9 A 5

Abstract: This talk is concerned with the inverse scattering for a random source/potential, where the
source/potential is assumed to be microlocally isotropic generalized Gaussian random field such that
its covariance operator is a classical pseudo-differential operator. For such a distributional
source/potential, we show that the direct scattering problem admits a unique solution in the sense of
distribution. For the inverse scattering problem, we demonstrate that the principle symbol of the
covariance operator can be uniquely determined with probability one by the high frequency limit of
the averaged near-field or far-field data obtained form a single path of the random source/potential.

Scattering and Inverse Scattering by a Random Periodic Structure

HiEE

LR EARF

Abstract: Consider the scattering of a time-harmonic electromagnetic plane wave by a random
periodic structure. An efficient numerical method is proposed for solving the inverse scattering
problem by a random periodic perfectly reflecting structure. More specifically, our method is based on
a novel combination of the Monte Carlo technique for sampling the probability space, a continuation
method with respect to the wavenumber, and the uncertainty quantification for the random structure
using Karhunen-Loé&ve expansion, which reconstructs all key statistics of the profile for the unknown
random periodic structure from boundary measurements of the scattered fields away from the structure.
Numerical results will be presented to demonstrate the reliability and efficiency of the proposed
method. Furthermore, we will show the well-posedness and a priori bounds on the solution of the
Helmholtz equation on random periodic Lipschitz structures. The talk is based on a joint work with G.
Bao and X. Xu.
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A low-rank approximated multiscale method for PDEs with random

coefficients
BR 48

KUBTAF

Abstract: This work presents a stochastic multiscale model reduction approach to solve PDEs with
random coefficients. An ensemble-based low-rank approximation method is proposed to approximate
multiscale basis functions used to build a coarse model. To this end, we build local problems with
multiple boundary conditions based on the generalized multiscale finite element method (GMsFEM),
and construct a variable-separation representation for the corresponding multiscale basis functions,
which admits a low-rank approximated form in terms of stochastic basis functions and deterministic
physical basis functions. The construction and interrogation of the low-rank approximation for each
multiscale basis function may demand fair computational cost. To significantly improve the efficiency
of computation in the offline and interrogating the low-rank representation in the online stage, the
ensemble-based method is proposed. In the offline stage, we obtain the stochastic basis functions and
interpolate points using a variable separation method, with respect to the ensemble equation, then
derive the deterministic physical parts for each member of the ensemble through residual
decomposition. The resulted low-rank representations for each member share the common stochastic
basis functions but have different physical basis functions characterizing their individual properties,
offering considerable savings in online computation. This approach provides much flexibility inherited
from GMsFEM and derives an efficient surrogate model. We present various numerical examples to
demonstrate the accuracy and efficiency of the proposed method.
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Multi-fidelity deep learning method for the inversion of force function
in PDEs
AT
FEAF

Abstract: In this work, we focus on a typical inversion problem derived from parametric partial
differential equations (PDEs). Our aim is to estimate the force function term from the noisy
measurements of the PDE solution at some sparse input points. Traditional methods for the inversion
require a large amount calls of the refined PDE solver, which is computationally intensive in the
challenging PDE problem, and therefore the inference of the force function would be intractable. Here,
we propose a multi-fidelity method which combines the coarse and refined solvers to efficiently infer
the posterior of the force function. The computational intensive PDE solver is replaced by a
combination of a cheap coarse PDE solver and a neural network-based map which maps the
transformation between the coarse PDE solution and the refined one. Approximate Bayesian
computation method is used for constructing an informative data-set for the transformation learning.
Preconditioned Crank-Nicolson Markov chain Monte Carlo method is used for drawing the samples
of the posterior its effectiveness is shown in numerical examples.

Stochastic inverse source problems for fractional diffusion equations
T
FRIEMFREFEE R AP FA KR

Abstract: In this talk, the inverse random source problem for a stochastic time fractional diffusion
equation is introduced, where the source is assumed to be driven by a Gaussian random field. The
direct problem is shown to be well-posed by examining the well-posedness and regularity of the
solution for the equivalent stochastic two-point boundary value problem in the frequency domain. For
the inverse problem, the Fourier modulus of the diffusion coefficient of the random source is proved
to be uniquely determined by the variance of the Fourier transform of the boundary data. As a phase
retrieval for the inverse problem, the PhaseLift method with random masks is applied to recover the
diffusion coefficient from its Fourier modulus. Several numerical experiments are also reported to
demonstrate the effectiveness of the proposed method.
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Linearized Inverse Potential Problems at a High Frequency
FEE
Hna KF

Abstract: We investigate recovery of the potential function from many boundary measurements at a
high frequency for linear or nonlinear equations. By considering such a linearized form, we obtain
Hdder type stability which is a big improvement over logarithmic stability in low frequencies.
Increasing stability bounds for these coefficients contain a Lipschitz term with a factor growing
polynomially in terms of the frequency, a Hdder term, and a logarithmic term which decays with
respect to the frequency as a power. Based on the linearized problem, a reconstruction algorithm is
proposed aiming at the recovery of sufficiently many Fourier modes of the potential function. By
choosing the high frequency appropriately, the numerical evidence shed light on the influence of the

growing frequency and confirms the improved resolution. This is the joint work with Prof. Victor
Isakov, Prof. Shuai Lu, Prof. Mikko Salo and Mr. Sen Zou.

Mathematical analysis for composite scattering in multilayered

mediums
K&
HEIL Tk A 2

Abstract: Electromagnetic wave interactions with the interface of a medium and obstacles within it is
a critical issue with many applications in diverse fields such as remote sensing, nondestructive testing,
geophysics, national defense, and military. In this talk, we focus on the mathematical analysis and
numerical methods for composite scattering in multilayered mediums. Both the time-harmonic and
time-domain problems of composite scattering are considered. The time-harmonic problem deals with
the interaction of electromagnetic waves with a multilayered medium at a fixed frequency. In contrast,
the time-domain problem involves the study of the transient behavior of electromagnetic waves in the

medium, where the frequency varies with time. Both of these problems have applications in different
fields.
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The springback penalty for robust signal recovery
LR
WEMEKRF

Abstract: We propose a new penalty, the springback penalty, for constructing models to recover an
unknown signal from incomplete and inaccurate measurements. Mathematically, the springback
penalty is a weakly convex function. It bears various theoretical and computational advantages of both
the benchmark convex 1 penalty and many of its non-convex surrogates that have been well studied in
the literature. We establish the exact and stable recovery theory for the recovery model using the
springback penalty for both sparse and nearly sparse signals, respectively, and derive an easily
implementable difference-of-convex algorithm. In particular, we show its theoretical superiority to
some existing models with a sharper recovery bound for some scenarios where the level of
measurement noise is large or the amount of measurements is limited. We also demonstrate its
numerical robustness regardless of the varying coherence of the sensing matrix. The springback
penalty is particularly favorable for the scenario where the incomplete and inaccurate measurements
are collected by coherence-hidden or -static sensing hardware due to its theoretical guarantee of
recovery with severe measurements, computational tractability, and numerical robustness for ill-
conditioned sensing matrices.

RARESHEFRFERBFRIAL TENH
B # 1

B 77 B P R A R IR IR ST A

Abstract: 4t xf e, 7 X & B E BRI BIE AT WA, RRE T A E R R EEE AL,
TREREABE. AR TE. FEAFEMGMBEZHRT, NEETENEE S HERRMEKE
ALE TAE A B SE R
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A WENO finite volume method based on radial basis function for
hyperbolic conservation laws
HXE, "t

I A

Abstract: In this talk, we will propose the use of radial basis functions (RBF) instead of polynomial
in ENO or WENO finite volume methods in order to solve hyperbolic conservation laws, which is
more suitable for free mesh. In WENO reconstruction, we show that optimizing the value of parameter
of the radial basis functions interpolation (such as multi-quadratic, Gaussian RBF) provides a way to
further improve the performance of WENO reconstruction, which can control the local error. A
collection of Numerical results shows that radial basis functions WENO finite volume methods has
higher local accuracy, more effective in resolving shocks and other complex solution structures.

AT i B30 8 AR HY A R AT U B S SRR 2 T AR A A R IE R o B B A
HHW, SRR, T

b K F

Abstract: A4 & AT £ Ak e B B F R RV RIB A AT T A L AR
EMAEREETEETRBLANIBEAFER, A AL FoAREEFTELERNELERE,
R AEE AR, mEFFENEERURER. BRRRENARANERE L AR HNES
i, WM ERRANKE R, wAEZAEMENDS LRI ZRFHERGF R Hi, £T
TE EMEREETREMEMEANEMGEREN I TER EMERR VAR, &2 FFH
RiE, FRAFHEEZNERE .

ATEfRE — 2 T om 2m G M £ R % 77 ik, RIEEMEMARREL, BAXE
MRt PAE ., ZHEERE L EERERERE T AR ERER K EILET Pennes
R ENEAFTENEE T, BT ARREN T E EEREENERNGEEHE, ATAE
BTG BBt FE s 5], DR B AR A B O e o 1, B X 3 52 404 24T i B s B9 ORI A =
B mALER . ARILZKMEBWHE KK, KTEURR/DRE LM AT E, KIEKER
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AT 3 X 3 A AR AR X A W 48 SR 28 9 v, BT AR A R AT SR BHE SR SRR A A R
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GrNERIAR, FERNA TR R EWES N P EE TRYNE XA
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A fast algorithm for solving boundary integral equations on domain
with corners
LA

b A F

Abstract: In this talk we will introduce our recent works for solving the boundary integral equation
derived from the Dirichlet problem of Laplace equation in a domain with corners. It is well known that
the integral operator in the equation can be split into two operators, one is hon-compact, the other is
compact. We design two truncation strategies for the representation matrices of these operators,
respectively, which compress these two dense matrices to sparse ones having only O(2n) number of
nonzero entries, where 2n is the number of the wavelet basis functions used in the method. We prove
that the proposed truncation strategies do not ruin the stability and convergence rate of the integral
equation. Numerical experiments are presented to verify the theoretical results and demonstrate the
effectiveness of the method.

ETHEEHERSWRLRL PDE RRHE MR E A
FR. #BY

FILAE, REETA¥
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Abstract: Seismic tomography solves high-dimensional optimization problems to image subsurface
structures of Earth. In this work, we propose to use random batch methods to construct the gradient
used for iterations in seismic tomography. Specifically, we use the frozen Gaussian approximation to
compute seismic wave propagation, and then construct stochastic gradients by random batch methods.
The method inherits the spirit of stochastic gradient descent methods for solving high-dimensional
optimization problems. The proposed idea is general in the sense that it does not rely on the usage of
the frozen Gaussian approximation, and one can replace it with any other efficient wave propagation
solvers, e.g., Gaussian beam methods and spectral element methods. We prove the convergence of the
random batch method in the mean-square sense, and show the numerical performance of the proposed
method by two-dimensional and three-dimensional examples of wave-equation-based travel-time
inversion and full-waveform inversion, respectively. As a byproduct, we also prove the convergence
of the accelerated full-waveform inversion using dynamic mini-batches and spectral element methods.
This is a joint work with Prof. Zhongyi Huang, Prof. Xu Yang, and Dr. Yixiao Hu.
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Uniformly convex neural networks and non-stationary iterated
network Tikhonov (iNETT) method
Davide Bianchi

o RE T A GRID

Abstract: We propose a non-stationary iterated network Tikhonov (iNETT) method for the solution
of ill-posed inverse problems. The INETT employs deep neural networks to build a data-driven
regularizer, and it avoids the difficult task of estimating the optimal regularization parameter. To
achieve the theoretical convergence of INETT, we introduce uniformly convex neural networks to
build the data-driven regularizer. Rigorous theories and detailed algorithms are proposed for the
construction of convex and uniformly convex neural networks. In particular, given a general neural
network architecture, we prescribe sufficient conditions to achieve a trained neural network which is
component-wise convex or uniformly convex; moreover, we provide concrete examples of realizing
convexity and uniform convexity in the modern U-net architecture. With the tools of convex and
uniformly convex neural networks, the INETT algorithm is developed and a rigorous convergence
analysis is provided. Lastly, we show applications of the INETT algorithm in 2D computerized
tomography, where numerical examples illustrate the efficacy of the proposed algorithm. Joint work
with Wenbin Li and Guanghao Lai

Identifiability of PDEs from Trajectory Data and Some Novel Methods
based on Group Projected Subspace Pursuit
W E
tiEREAF

Abstract: Thanks to the advanced data acquisition techniques, data-driven PDE identification has
become a popular topic in various areas of science and industry. One can regard a wide class of PDEs
as polynomials of partial derivatives of the functions of interest, and the unknown PDE is identified if
the involved monomials are determined. This point of view fosters applications and developments of
sparse-regression algorithms as well as model selection techniques. In the first part of the talk, we will
introduce some recently proposed methods for PDE identification based on a newly developed group
projected subspace pursuit algorithm. In the second part of the talk, we will provide some theoretical
insights on the identifiability problem related to different types of PDEs. Specifically, we will consider
when PDE can be exactly recovered and why certain types of PDEs are harder to identify than the
others.
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3D frequency-domain elastic wave modeling with spectral element
methods using direct solvers
&7
W RIE Tk A%

Abstract: Complex topography, free surface boundary condition and inelastic properties of media
should be well considered for onshore geophysical prospecting. Thus an appropriate and accurate
forward modeling engine is very important. Unlike the time-domain implementation of many seismic
imaging techniques, the counterpart in the frequency domain is rarely studied, in spite of having many
advantages, for example, only limited number of frequencies is needed for the inversion process and
solving the multiple-source problem is quite cheap if a direct solver is used. In this study, the spectral
element method is applied to discretize the 3D frequency-domain anisotropic elastic wave modeling
and parallel direct solvers (MUMPS and WSMP) are used to solve the generated linear system. The
structure and the building process of the impedance matrix is thoroughly explained. We validate the
numerical results by comparing with analytical solutions. Several tests are conducted to analyze the
performance of solvers, e.g., the flops and memory cost during the factorization for different scale
modeling. The influence of complex topography on MUMPS performance is also investigated. The
statistics of the largest scale modeling feasible with current resources are summarized.
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Theories for Learning Functions and Operators with Low-Dimensional
Structures by Deep Neural Networks
x| i

THRREKF

Abstract: Deep neural networks have demonstrated a great success on many applications, especially
on problems with high-dimensional data sets. In spite of that, most existing theories are cursed by data
dimension and cannot explain such a success. To bridge the gap between theories and practice, we
exploit the low-dimensional  structures of data set and establish theoretical guarantees with a fast rate
that is only cursed by the intrinsic dimension of the data set. This presentation addresses our recent
work on function approximation and operator learning by deep neural networks. The first part function
approximation on low-dimensional manifolds. For Sobolev functions defined on a low-dimensional
manifold, we show that neural networks can approximate both the function value and its gradient well.
The network size critically depends on the intrinsic dimension of the manifold and only weakly
depends on the ambient dimension. In the second part, we consider a general encoder-decoder
framework to learn Lipschitz operators between infinite dimensional spaces by feedforward neural
networks. Such a framework covers most scenarios in real applications. We develop non-asymptotic
upper bounds for the generalization error of the empirical risk minimizer. When the problem have low-
dimensional structures, our error bounds have a fast rate depending on the intrinsic dimension. Our
results show that neural networks are adaptive to the low-dimensional structures of the problem.

Stochastic Asymptotical Regularization Stochastic asymptotical
regularization for nonlinear ill-posed problems
e K
HRINACEE A A F

Abstract: We establish an initial theory regarding the stochastic asymptotical regularization (SAR)
for the uncertainty quantification of the stable approximate solution of ill-posed nonlinear-operator
equations, which are deterministic models for numerous inverse problems in science and engineering.
By combining techniques from classical regularization theory and stochastic analysis, we prove the
regularizing properties of SAR with regard to mean-square convergence. The convergence rate results
under the canonical sourcewise condition are also studied. Several numerical examples are used to
show the accuracy and advantages of SAR: compared with the conventional deterministic
regularization approaches for deterministic inverse problems, SAR can provide the uncertainty
quantification of a solution and escape local minimums for nonlinear problems.
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Orientation estimation of cryo-EM images using projected gradient
descent method
&R

FYNAF

Abstract: Orientation estimation is an important task in three-dimensional cryo-EM image
reconstruction. By applying the common line method, the orientation estimation task can be formulated
as a least squares (LS) problem or a least unsquared deviation (LUD) problem with orthogonality
constraint. However, the non-convexity of the orthogonality constraint introduces numerical
difficulties to the orientation estimation. The conventional approach is to reformulate the orthogonality
constrained minimization problem into a semi-definite programming problem using convex relaxation
strategies. In this paper, we consider a direct way to solve the constrained minimization problem
without relaxation. We focus on the weighted LS problem because the LUD problem can be
reformulated into a sequence of weighted LS problems using the iteratively reweighted LS approach.
As a classical approach, the projected gradient descent (PGD) method has been successfully applied
to solve the convex constrained minimization problem. We apply the PGD method to the minimization
problem with orthogonality constraint and show that the constraint set is a generalized prox-regular
set, and it satisfies the norm compatibility condition. We also demonstrate that the objective function
of the minimization problem satisfies the restricted strong convexity and the restricted strong
smoothness over a constraint set. Therefore, the sequence generated by the PGD method converges
when the initial conditions are satisfied. Experimental results show that the PGD method significantly
outperforms the semi-definite relaxation methods from a computation standpoint, and the mean square
error is almost the same or smaller.
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Hybrid Neural-Network FEM Approximation of Diffusion Coefficient
in Elliptic and Parabolic Problems
JE| %0

FHBE T A¥

Abstract: We investigate the numerical identification of the diffusion coefficient in elliptic and
parabolic problems using neural networks. The numerical scheme is based on the standard output least-
squares formulation where the Galerkin finite element method (FEM) is employed to approximate the
state and neural networks (NNs) act as a smoothness prior to approximate the unknown diffusion
coefficient. A projection operation is applied to the NN approximation in order to preserve the physical
box constraint on the unknown coefficient. The hybrid approach enjoys both rigorous mathematical
foundation of the FEM and inductive bias / approximation properties of NNs. We derive a priori error
estimates in the standard L2 norm for the numerical reconstruction, under a positivity condition which
can be verified for a large class of problem data. The error bounds depend explicitly on the noise level,
regularization parameter and discretization parameters (e.g., spatial mesh size, time step size, and
depth, upper bound and number of nonzero parameters of NNs).

85



SOUTHERN UNIVERSITY OF SCIENCE AND TECHNOLOGY College of Science

/, — \\\
A ‘ - BZERHER
2 | < ﬁ £ Department of Mathematics
\&\ W /

5
7 %/
Nyt

M11: ¥ B HAE fu R [ R
(REMEZRERIFTHTF)
A content-adaptive unstructured grid based regularized CT
reconstruction method with a SART-type preconditioned fixed-point
proximity algorithm
R =

W A F

Abstract: The goal of this study is to develop a new computed tomography (CT) image reconstruction
method, aiming at improving the quality of the reconstructed images of existing methods while
reducing computational costs. Existing CT reconstruction is modeled by pixel-based piecewise
constant approximations of the integral equation that describes the CT projection data acquisition
process. Using these approximations imposes a bottleneck model error and results in a discrete system
of a large size. We propose to develop a content-adaptive unstructured grid (CAUG) based regularized
CT reconstruction method to address these issues. Specifically, we design a CAUG of the image
domain to sparsely represent the underlying image, and introduce a CAUG-based piecewise linear
approximation of the integral equation by employing a collocation method. We further apply a
regularization defined on the CAUG for the resulting ill-posed linear system, which may lead to a
sparse linear representation for the underlying solution. The regularized CT reconstruction is
formulated as a convex optimization problem, whose objective function consists of a weighted least
square norm based fidelity term, a regularization term and a constraint term. Here, the corresponding
weighted matrix is derived from the simultaneous algebraic reconstruction technique (SART). We then
develop a SART-type preconditioned fixed-point proximity algorithm to solve the optimization
problem. Convergence analysis is provided for the resulting iterative algorithm. Numerical
experiments demonstrate the superiority of the proposed method over several existing methods in
terms of both suppressing noise and reducing computational costs. These methods include the SART
without regularization and with the quadratic regularization, the traditional total variation (TV)
regularized reconstruction method and the TV superiorized conjugate gradient method on the pixel
grid.
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A Shortened Model for Logan Reference Plot Implemented via the

Self-Supervised Neural Network for Parametric PET Imaging

T

LR EARF

Abstract: Dynamic PET imaging provides superior physiological information than conventional static
PET imaging. However, the dynamic information is gained at the cost of a long scanning protocol; this
limits the clinical application of dynamic PET imaging. We developed a modified Logan reference
plot model to shorten the acquisition procedure in dynamic PET imaging by omitting the early-time
information necessary for the conventional reference Logan model. We designed a self-supervised
convolutional neural network to increase the noise performance of parametric imaging, with dynamic
images of only a single subject for training. The proposed method was validated via simulated and real
dynamic 18F-fallypride PET data. Results showed that it accurately estimated the distribution volume
ratio (DVR) in dynamic PET with a shortened scanning protocol, e.g., 20 minutes, where the
estimations were comparable with those obtained from a standard dynamic PET study of 120 minutes
of acquisition. Since the proposed method uses data acquired in a short period of time upon the
equilibrium, it has the potential to add clinical values by providing both DVR and Standard Uptake
Value (SUV) simultaneously. It thus promotes clinical applications of dynamic PET studies when
neuronal receptor functions are studied.
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ORKA: A new model for tracking moving and deforming objects
Florian Bossmann (4&)
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Abstract: Data processing has to deal with many practical difficulties. Data is often corrupted by
artefacts or noise and acquiring data can be expensive and difficult. Thus, the given data is often
incomplete and inaccurate. To overcome these problems, it is often assumed that the data is sparse or
low-dimensional in some domain. When multiple measurements are taken, this sparsity appears in a
structured manner, i.e., the pattern of measurements taken in close proximity to each other will be
related. We propose a new algorithm that assumes the data only contains a few relevant objects, i.e., it
is sparse in some object domain. Again, the sparsity in multiple measurements should be structured.
In our case, this means that an object can only change slightly from one observation to the other. We
developed an object model that allows a change in position (movement of the object) and form
(deformation, rotation, etc.). The change can be controlled to fit the physical constraints implied by
the application. In this talk, we present the ORKA algorithm —Object reconstruction using K-
approximation. This algorithm solves the object reconstruction problem with the above described
model. The resulting problem is a mixed-integer programming problem. Using a separation of
variables, we can divide it into a convex optimization problem and an integer problem. The latter one
is then solved constructing a K-approximation graph. We can give theoretical error bounds of the
algorithm and show its performance on applications such as video processing and geophysical
exploration.
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Template-based CT reconstruction with optimal transport and total
generalized variation

1
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Abstract: X-ray computed tomography (CT) has been widely used in clinical diagnosis as a modality
of medical imaging. To decrease the radiation dose patients suffering from, sparse-view CT has gained
much attention in medical imaging field. In this paper, we propose to design a variational model based
on dynamic optimal transportation and total generalized variation (TGV) for CT reconstruction
problem. This is a joint task involving an inverse problem and a template registration. The final state
image of the optimal transport problem is unknown that is need to be reconstructed in CT inversion,
while the given initial state can be regarded as a template which provides some structural information
for the final one. Moreover, the existence and stability of minimizers to our proposed model are given
in continuous space. In discretization with the continuity equation, we utilize the well-known
staggered grid in fluid mechanics and develop a first-order algorithm based on primal-dual method for
numerically solving the proposed model. Finally, numerical experiments for sparse-view CT
reconstruction are exhibited to show the performance of our proposed model in recovering images
with high quality and structure preservation.
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Implicit Surface Reconstruction through Meshless Methods
G-
ARBEIKRF¥

Abstract: In this talk, we propose several PDE models for 3D implicit surface reconstruction from a
set of scattered cloud data. Those models include various second-order/fourth-order PDEs. Nowadays,
meshless methods obtain more and more attention due to their simplicity as well as high efficiency.
Meshless methods play important roles in the surface reconstruction field. The meshless Radial Basis
function (RBF) as well as the method of fundamental solution (MFS) are introduced and applied in the
3D reconstruction procedures here. It has been shown that PDE models like modified Helmholtz or
Laplace equations are able to repair the surfaces when a certain region of cloud data is missing. In
those models, the selection of free parameters in PDEs is also studied for the optimal recovery of
surfaces. Finally, plenty of numerical examples are presented to demonstrate the effectiveness of the
proposed models.
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Sparse approximation and data processing
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Abstract: In scientific research, sparse approximation scheme has been widely applied to various data
processing problems especially when the prior knowledge is highly insufficient. In this presentation, |
will briefly present my previous work in utilizing sparse approximation and designing novel models
for image restoration, CT imaging and geometry reconstructions. In particular, dictionary learning by
regions, multidimensional scaling from KNN distance, CT imaging by constrained model, region fill
inpainting would be discussed as latest results.

Convergence Rate Analysis for Fixed-Point Iterations of Generalized
Averaged Nonexpansive Operators
WX E
BoAF

Abstract: We estimate convergence rates for fixed-point iterations of a class of nonlinear operators
which are partially motivated by convex optimization problems. We introduce the notion of the
generalized averaged nonexpansive (GAN) operator with a positive exponent, and provide
convergence rate analysis of the fixed-point iteration of the GAN operator. The proposed generalized
averaged nonexpansiveness is weaker than averaged nonexpansiveness while stronger than
nonexpansiveness. We show that the fixed-point iteration of a GAN operator with a positive exponent
converges to its fixed-point and estimate the local convergence rate (the convergence rate in terms of
the distance between consecutive iterates) depending on the range of the exponent. We prove that the
fixed-point iteration of a GAN operator with a positive exponent strictly smaller than 1 can achieve an
exponential global convergence rate (the convergence rate in terms of the distance between an iterate
and the solution). Furthermore, we establish the global convergence rate of the fixed-point iteration of
a GAN operator, depending on both the exponent of generalized averaged nonexpansiveness and the
exponent of the Hdder regularity, if the GAN operator is also Hdder regular. We then apply the
established theory to three types of convex optimization problems that appear often in data science to
design fixed-point iterative algorithms for solving these optimization problems and to analyze their
convergence properties.
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Variational Rician Noise Removal via Splitting on Spheres
x| F T
KRG A F

Abstract: In this talk, I will present a novel variational method to restore magnitude images corrupted
by Rician noises in magnetic resonance (MR) imaging, based on the link of the Gaussian noise removal
of complex MR images and the Rician noise removal of magnitude MR images. The proposed model
consists of a spherical constraint, two quadratic terms and a total variation regularizer, which is
different from the existing variational methods starting from maximum a posterior of Rician
distribution and involving the Bessel function. The spherical constraint represents the forward model
of calculating the magnitude MR images from complex MR images degraded by Gaussian noises. One
of the two quadratic terms reflects the statistics of the noises and the other corrects the signal-dependent
bias in the restored images. | will also present an alternating direction method of multipliers for solving
the model and briefly analyze its convergence. This is a joint work with Huibin Chang and Yuping
Duan.

Superiorized iteration algorithm for XCT image reconstruction and
segmentation simultaneously
7R
I

Abstract: In this talk, we propose a segmentation model for x-ray computed tomography (CT) image
reconstruction, which can be applied to traditional CT and dual energy CT image reconstruction
problem. It is difficult to solve the model due the large scale of image system and the DECT nonlinear
forward projection. In order to solve the model, a superiorized iteration algorithm is presented, which
handles image segmentation and image reconstruction alternately. The two steps are combined by a
superiorized perturbation step. The convergence of the iteration procedure is proved for traditional CT
image reconstruction. Experiments on various data are performed. Comparisons with existing methods
show that the proposed method is better quantitatively and visually.
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A novel tensor regularization of nuclear over Frobenius norms for low

rank tensor recovery
T
B AR EOKF

Abstract: We consider low-rank tensor recovery problems that include low-rank tensor completion
(LRTC) and tensor robust principal component analysis (TRPCA). Based on the tensor singular
value decomposition (t-SVD), we propose the ratio of the tensor nuclear norm and the tensor Frobenius
norm (TNF) as a novel nonconvex surrogate of tensor's tubal rank in LRTC and TRPCA. For both
models, we adopt the alternating direction method of multipliers (ADMM) to find a low-rank solution
with guaranteed subsequential convergence under some conditions. Extensive experiments
demonstrate the superiority of our proposed models over state-of-the-art methods.
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Learnable Mixture Distribution Prior for Image Denoising
T x5
A3 s A 5

Abstract: Non-Gaussian residual error and noise are common in the real applications, and they can be
effificiently removed by some nonquadratic fifidelity terms in the classic variational method. However,
they have not been well integrated to the architectures design in the convolution neural networks (CNN)
based image denoising method. In this paper, we propose a deep learning approach to handle non-
Gaussian residual error. Our method is developed on the universal approximation property for the
probability density functions of the non-Gaussian error/noise. By considering the duality of the
maximum likelihood estimation for the non-Gaussian noise, an adaptive weighting strategy can be
derived for image fifidelity. To get a good image prior, a learnable regularizer is adopted. Solving such
a problem iteratively can be unrolled as a weighted residual CNN architecture. The main advantage of
our method is that the weighted residual block can well handle the non-Gaussian residual, especially
for the noise with non-uniformly spatial distribution. Numerical results show that it has better
performance on non-Gaussian noise (e.g. Gaussian mixture, random-valued impulse noise) removal
than the existing methods.
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Image segmentation using Bayesian inference for convex variant
Mumford-Shah variational model
SCH A
=i AF

Abstract: The Mumford-Shah model is a classical segmentation model, but its objective function is
non-convex. The smoothing and thresholding (SaT) approach is a convex variant of the Mumford-
Shah model, which seeks a smoothed approximation solution of the Mumford-Shah model. The idea
of SaT is to separate the segmentation into two stages: a convex energy function is first minimized to
obtain a smoothed image and then a thresholding technique is applied to segment the smoothed image.
The energy function consists of three weighted terms and the weights are called the regularization
parameters. It is important to select the appropriate regularization parameters to obtain a good
segmentation result. Traditionally, the regularization parameters are usually chosen by trial-and-error,
which is a very time-consuming procedure and is not practical in real applications. In this paper, we
apply Bayesian inference approach to infer the regularization parameters and estimate the smoothed
image. We analyze the convex variant Mumford-Shah variational model from the statistical
perspective and then construct a hierarchical Bayesian model. Mean field variational family is used to
approximate the posterior distribution. The variational density of the smoothed image is assumed to
have Gaussian density, and the hyperparameters are assumed to have the Gamma variational densities.
All the parameters in the Gaussian density and Gamma densities are iteratively updated, hence the
proposed method is parameter-free. Experimental results show that the proposed approach can obtain
good segmentation results. Although the proposed approach contains an inference step to estimate the
regularization parameters, it requires less CPU running times to obtain the smoothed image comparing
to previous methods."
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Multiplicative noise removal and contrast enhancement for SAR
Images based on a total fractional-order variation model
o> HB

e RVE Tk K2

Abstract: In this talk, I will introduce a total fractional-order variation model for multiplicative noise
removal and contrast enhancement in real SAR images. Inspired by the high dynamic intensity range
of SAR images, the proposed model first preserves the full content of the SAR images by normalizing
the original data. Then, we propose a degradation model based on the modified noise pattern by using
nonlinear transformation to adjust the intensity of image pixel values. With the new degraded model,
a corresponding fidelity term is introduced to the proposed total fractional-order variation model,
which is benefit to enhance the contrast of image textures and the bias correction. For the regularization
term, a gray level indicator is introduced into the proposed model to make it adaptive. We apply the
scalar auxiliary variable algorithm to solve the proposed model and prove the convergence of the
algorithm. By virtue of the discrete Fourier transform (DFT), the model is solved by an iterative
scheme in the frequency domain. Experimental results show that the proposed model can remove
multiplicative noise and enhance the contrast both in natural images and SAR images.

Variational image-based Rapidly-exploring Random Tree and its
applications
KA I
WL 98 A

Abstract: We proposed a Rapidly exploring Random Tree method based on image pixel/voxel and its
variational optimization models. Thereinto, we design ed a unique cost metric function, a sampling
operator and so on, to realize the continuous computation of the classical incremental search
framework in image space. In this talk, we will present some application cases of the variational image
based Rapidly exploring Random Tree method in natural and medical images, especially the
computation and simulation of the growth and bifurcation of hepatic vasculature under the guidance
of Murray's law.
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Variational Image Registration Model with Diffeomorphism
Constraints and Its Implementation
KA
B A F

Abstract: Image registration has played an important role in image processing problems, especially
in medical imaging applications. It is well known that when the deformation is large, many variational
models cannot ensure diffeomorphism. In this paper, we propose a new registration model based on
an optimal control relaxation constraint for large deformation images, which can theoretically
guarantee that the registration mapping is diffeomorphic. We present an analysis of optimal control
relaxation for indirectly seeking the diffeomorphic transformation of the Jacobian determinant
equation and its registration applications. We also provide an existence result for the control increment
optimization problem in the proposed diffeomorphic image registration model. Furthermore, a fast
iterative scheme based on the augmented Lagrangian multipliers method (ALMM) is analyzed to solve
the control increment optimization problem, and a convergence analysis follows. Numerical
experiments show that the registration model we propose not only obtains a diffeomorphic mapping
when the deformation is large but also achieves a state-of-the-art performance in quantitative
evaluations that is comparable to that of other classical models.

Optimal Transport for Positive and Unlabeled Learning And Its
Application in Windshear Detection
K
BHBRF

Abstract: Positive and unlabeled learning (PUL) aims to train a binary classifier based on labeled
positive and unlabeled samples, which is challenging due to the unavailability of negative training
samples. This talk will introduce a novel optimal transport model with a regularized marginal
distribution for PUL. By using the Frank-Wolfe algorithm, one can properly solve the proposed model.
Extensive experiments on simulated and real-world data sets showed the proposed method is effective.
Moreover, combined with a multi-instance learning scheme, we applied it to wind shear detection at
Hong Kong International Airport (HKIA) and achieved a pretty good performance.
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Abstract: As one of the most challenging and practical segmentation tasks in real-world, Open-world
semantic segmentation requires the model to segment the anomaly regions in the images and then
incrementally learn to segment out-of-distribution (OOD) objects, especially under a few-shot
condition. The current state-of-the-art (SOTA) methods rely on pixel-level metric learning, with which
the identification of similar regions having different semantics is difficult. Therefore, we propose a
method based on region-aware approaches, which separates the regions of the images and generates
region-aware features for further deep learning. Our approach improves the integrity of the segmented
anomaly regions. Moreover, we propose novel region separation modules to further identify anomaly

regions, forming high-quality sub-region candidates and thereby improving the model performance for
OOD obijects.
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Inverse wave-number-dependent source problems for the Helmholtz
equation with multi-frequency factorization method
FRE

BT A

Abstract: In this talk, we concern the multi-frequency factorization method for imaging the support
of a wave-number-dependent source function. It is supposed that the source function is given by the
Fourier transform of some time-dependent source with a priori given radiating period. Using the multi-
frequency far-field data at a fixed observation direction, we provide a necessary and sufficient criterion
for characterizing the smallest strip containing the support and perpendicular to the observation
direction. The far-field data for sparse observation directions can be used to recover a ®@-convex
polygon of the support. Uniqueness in recovering the convex hull of the support is obtained as a by-
product of the reconstruction method with the data of all observation directions. The reconstruction
method is proven valid even with multi-frequency near-field data and its connections to time-
dependent inverse source problems are discussed. We also comment on possible extensions to source
functions with two disconnected supports. Numerical tests are implemented to show effectiveness and
feasibility of the approach. The proposed scheme can also be regarded a frequency method for
recovering the support of a time-dependent source fulfilling a coercivity condition.

Increasing stability for inverse acoustic source problems in the time
domain
x|
BT KF

Abstract: This talk is concerned with the increasing stability of the inverse source problem for the
wave equation from boundary Dirichlet data in the full space. When source term has special form and
compact supports, the increasing stability estimates are obtained. Our results show that increasing
stability estimates of the L2 -norm of the acoustic source function can be established by using only the
Dirichlet boundary data. This is a joint work with Prof. Bo Zhang and Guanghui Hu.
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Determination of some new eigenvalues from scattered field
X 48
BEwmAF

Abstract: Recently, the modified transmission eigenvalue and Stekloff eigenvalue problems were
introduced and used as a target signature for nondestructive testing. This talk will consider the inverse
spectral problem to reconstruct the Stekloff and modified transmission eigenvalues using Cauchy data.
We propose a reciprocity gap functional method and show that the eigenvalues can be determined by
solving some linear ill-posed integral equations. Numerical examples for both absorbing and non-
absorbing media are presented to validate the effectiveness and robustness of the proposed method.

Imaging a moving point source from multi-frequency data measured at
one and sparse observation directions (part I): far-field case
&5
BT KF

Abstract: We propose a multi-frequency algorithm for recovering partial information on the trajectory
of a moving point source from one and sparse far-field observation directions in the frequency domain.
The starting and terminal time points of the moving source are both supposed to be known. We
introduce the concept of observable directions (angles) in the far-field region and derive all observable
directions (angles) for straight and circular motions. The existence of non-observable directions makes
this paper much different from inverse stationary source problems. At an observable direction, it is
verified that the smallest trip containing the trajectory and perpendicular to the direction can be imaged,
provided the angle between the observation direction and the velocity vector of the moving source lies
in $[0,\pi/2]$.1f otherwise, one can only expect to recover a strip thinner than this smallest strip for
straight and circular motions.The far-field data measured at sparse observable directions can be used
to recover the $\Theta$-convex domain of the trajectory. Both two- and three-dimensional numerical
examples are implemented to show effectiveness and feasibility of the approach.
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Fourier-Galerkin method for the transmission eigenvalue problem
based on a boundary integral formulation
Srx
FREEI ¥

Abstract: This talk is concerned with the numerical computation of transmission eigenvalues in the
inverse scattering theory, which are shed light on the material properties of scattering object. The
problem is formulated as the eigenvalue problem of a holomorphic Fredholm operator function based
on boundary integral operators. The approximation properties of the associated discrete operators are
analyzed and some convergence results of eigenvalues are obtained. Numerical examples validate the
effectiveness and accuracy of that method.

Increasing stability for the inverse source problems in elastodynamics
B 77

LR T A%

Abstract: We are concerned with increasing stability of the inverse source problem for the elastic
wave equation from boundary Dirichlet data in the full space R*3 . When source term has special form
and compact supports, the increasing stability estimates are obtained. Our results show for the first
time that increasing stability estimates of the L2 -norm of source

function can be established by using only the Dirichlet boundary data. The main goal of this talk is to
understand increasing stability for the elastic wave equation in the time domain.
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Reconstruction of acoustic sources from multi-frequency phaseless far-
field data
R E A F

Abstract: This talk concerns the application of adding reference point sources to the scattering system
in solving inverse problems, mainly focusing on the problem of determining an acoustic source from
multi-frequency phaseless far-field data. By supplementing two reference sources in the inverse source
model, we developed a novel strategy to recovering the phase information of far-field data. This
reference source technique leads to an easy-to-implement phase retrieval formula. Mathematically, the
stability of the phase retrieval approach is rigorously justified. Then we employ the Fourier method to
deal with the multi-frequency inverse source problem with recovered phase information. This method
is fast and easy to implement, as only cheap integration is involved in the evaluation of Fourier
coefficients. This talk is based on a joint work with Wang Xianchao.

Uniqueness in determining rectangular grating profiles with a single
incoming wave: TM polarization case
[ & AL
=R F

Abstract: We consider an inverse transmission problem for recovering the shape of a penetrable
rectangular grating sitting on a perfectly conducting plate. In the TM polarization case, it is proved
that a rectangular grating profile can be uniquely determined by the near-field observation data incited
by a single plane wave and measured on a line segment above the grating. In comparision with the TE
case, the wave field cannot lie in H*2 around each corner point, bringing essential difficulties in
proving uniqueness with one plane wave. Our approach relies on singularity analysis for Helmholtz
transmission problems in a right-corner domain and also provides an alternative idea for treating the
TE transmission conditions which were considered in the authors' previous work [Inverse Problem, 39
(2023): 055004].
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Direct sampling method to inverse wave-number-dependent source
problems (part I): determination of the support of a stationary source
R TE
BT A%

Abstract: This paper is concerned with a direct sampling method for imaging the support of a
frequency-dependent source term embedded in a homogeneous and isotropic medium. The source term
is given by the Fourier transform of a time-dependent source whose radiating period in the time domain
is known. The time-dependent source is supposed to be stationary in the sense that its compact support
does not vary along the time variable. Via a multi-frequency direct sampling method, we show that the
smallest strip containing the source support and perpendicular to the observation direction can be
recovered from far-field patterns at a fixed observation angle. With multiple but sparse observation
directions, the shape of the so-called $\Theta$-convex hull of the source support can be recovered. The
frequency-domain analysis performed here can be used to handle inverse time-dependent source
problems. Our algorithm has low computational overhead and is robust against noise. Numerical
experiments in both two and three dimensions have proved our theoretical findings.
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Reconstruction of Multiscale Electromagnetic Sources from Multi-
frequency Electric Far Field Patterns at Sparse Observation Directions
FHE
BRI B B R R 205 BT

Abstract: We introduce a multi-step scheme for reconstructing multiscale sources from
multifrequency sparse electric far field patterns. The unknown source is a combination of electric
dipoles, magnetic dipoles and extended sources. The dipoles are shown to be uniquely identified by
the multi-frequency electric far field patterns at properly chosen sparse observation directions.
Numerical algorithms are introduced to reconstruct the multiscale source. The stability of the formulas
with respect to the frequency band is also derived. The efficiency of the proposed algorithms is verified
by numerical examples.

Two-layer networks with the ReLU”k activation function: Barron
spaces and derivative approximation
ZF R %

EERF¥

Abstract: We investigate the use of two-layer networks with the rectified power unit, which is called
the ReLU”k activation function, for function and derivative approximation. By extending and
calibrating the corresponding Barron space, we show that two-layer networks with the ReLU"k
activation function are well-designed to simultaneously approximate an unknown function and its
derivatives. When the measurement is noisy, we propose a Tikhonov type regularization method, and
provide error bounds when the regularization parameter is chosen appropriately. Several numerical
examples support the efficiency of the proposed approach.
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A mixed element scheme for the Helmholtz transmission eigenvalue
problem for anisotropic media
x| R
R AF

Abstract: In this paper, we study the Helmholtz transmission eigenvalue problem for inhomogeneous
anisotropic media with the index of refraction $n(x)\equiv 1$ in two and three dimensions. Starting
with the nonlinear fourth-order formulation established by Cakoni, Colton and Haddar[4], we present
an equivalent mixed formulation for this problem with auxiliary variables, followed by finite element
discretization. Using the proposed scheme, we rigorously show that the optimal convergence rate for
the transmission eigenvalues on both convex and nonconvex domains can be expected. With this
scheme, we obtain a sparse generalized eigenvalue problem whose size is too demanding, even with
a coarse mesh that its smallest few real eigenvalues fail to be solved by the shift and invert method.
We partially overcome this critical issue by deflating nearly all of the $\infty$ eigenvalues with huge
multiplicity, resulting in a marked reduction in the matrix size without deteriorating the sparsity.
Extensive numerical examples are reported to demonstrate the effectiveness and efficiency of the
proposed scheme.

Identification of acoustic point sources in a two-layered medium from
multi-frequency sparse far field patterns
¥ KA
o R I B B R R 405 BT

Abstract: We consider the reconstruction of point sources in a two layered medium from the multi-
frequency sparse far field patterns taken on the upper half sphere. The point sources are located in both
the upper half space and the lower half space. After establishing the uniqueness of the point sources
by the multi-frequency far field patterns at properly chosen sparse observation directions, we introduce
a multi-step numerical scheme for identifying all the points sources. Numerical examples show that
the proposed sampling methods work very well for locating the positions and the formulas for
determining the corresponding scattering strengths are valid and stable with respect to the noises.
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Abstract: 8 & & 1% (electrocardiogram imaging, ECGI)#% A 3 3t % £ = 4O fE # T R F AL
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Traceability of Water Pollution: Dynamic CGO Solutions for Inverse
Source Problem and Its Application
THxX
ERF

Abstract: We aim to find the time-dependent source term in the diffusion equation from the boundary
measurement, which allows for the possibility of tracing back the source of pollutants in the
environment. Based on the idea of dynamic complex geometrical optics (CGO) solutions, we analyze
a variational formulation of the inverse source problem and prove the uniqueness result. A two-step
reconstruction algorithm is proposed, which first recovers the locations of the point sources, and then
the Fourier components of the emission concentration functions are reconstructed. Numerical
experiments on simulated data are conducted. The results demonstrate that our proposed two-step
reconstruction algorithm can reliably reconstruct multiple point sources and accurately reconstruct the
emission concentration functions. In addition, we decompose the algorithm into two parts: online and
offline computation, with most of the work done offline. This paves the way toward real-time
traceability of the pollution. The proposed method can be used in many fields, particularly those related
to water pollution, to identify the source of a contaminant in the environment and can be a valuable
tool in protecting the environment.
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WANCO: Weak Adversarial Network for Constrained Optimization

problems
EIiEE
HETXARF (FID

Abstract: This paper focuses on integrating adversarial thinking into constrained optimization
problems, particularly within the framework of Partial Differential Equations (PDEs). For PDE
problems with constraints, we first transform them into a minimax problem using the Augmented
Lagrangian method. Then, we use two Deep Neural Networks (DNNs) to represent the primal and
adversarial variables, respectively, and solve this saddle-point problem by updating the parameters of
the two neural networks to obtain a solution to the original problem. The proposed algorithm is less
sensitive to the parameter settings of the loss function, and it is a framework-based approach that can
handle various types of constraint problems, such as scalar constraints, PDE constraints, and inequality
constraints. In the numerical experiment section, we demonstrate the effectiveness and robustness of
the proposed method on different constrained optimization problems, including Ginzburg-Landau
energy problems, Dirichlet partition problems, topology optimization problems, and obstacle problems.

A linearization approach to inverse Schr\"odinger potential problem
with power type nonlinearities
EiF
ZHK¥

Abstract: In this talk, I will introduce the inverse problem about the recovery of the potential function
from the nonlinear Schr\"odinger equation with power type nonlinearities. Based on a linearization
approach, we propose a reconstruction scheme from the nonlinear measurements. The increasing
stability for this linearization approach is proved and numerical experiments show its validity.
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