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Inverse problems for time-dependent PDE models
BN NI PNE
Abstract: Inverse problems for time-dependent PDE models arise in diverse areas of engineering
and applied sciences, such as geophysical exploration, thermal imaging and thermoacoustic
tomography. In this talk, we will show our recent results on inverse problems for wave equations
and diffusion equations. First, we discuss an inverse source problem for the time-domain wave
equation. A novel approach will be presented to reconstruct the space-time dependent source
function from the measurement collected at a single point. This approach is based on an asymptotic
expansion of the wave field after injecting a small scaled droplet enjoying high contrast into the
domain to image. It can be extended to reconstruct not only the source function but also the locally
variable wave speed. Second, we consider the reconstruction of defects (such as cavities, inclusions
and cracks) inside a diffusion medium from boundary measurements, which is formulated as an
inverse boundary value problem for a diffusion equation. Two kinds of sampling methods will be
presented to numerically reconstruct the geometric information on the defects. Finally, we discuss
inverse problems for diffusion equations with a discontinuous coefficient or initial condition.

Conditional stability and numerical algorithms will be shown.
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A new method using COIPG for the transmission eigenvalue problem
=l Jbn TR
Abstract: The talk presents a new proof of the C° IPG method (C° interior penalty Galerkin
method) for the transmission eigenvalue problem. Instead of using the proof following the structure
of discontinuous Galerkin method, we rewrite the problem as the eigenvalue problem of a
holomorphic Fredholm operator function of index zero. The convergence for C° IPG is proved
using the abstract approximation theory for holomorphic operator functions. We employ the
spectral indicator method which is easy in coding to compute the eigenvalues. Numerical examples

are presented to validate the theory.

Solving Nonlinear Inverse Problems Using Neural Networks and Conditional Stability
& FR## Chinese University of Hong Kong
Abstract: Using neural networks to solve nonlinear inverse problems has become very popular in
recent years. However, the reconstruction algorithms often do not have theoretical justifications.
Inspired by conditional stability estimates, we shall propose novel reconstruction algorithms for
several nonlinear PDE inverse problems, including conductivity imaging and point source

identification, and discuss its convergence behaviour.

Inverse Problems of Hyperbolic PDEs: Theory and Numerics
Wrig 5 E K

Abstract: Imaging and detection problems can be formulated mathematically as inverse medium
problems from local measurements. The underlying media (e.g. curved spaces, electromagnetic
fields) usually have complex features, such as time-dependence, curvature, singularities, non-
compactness, non-commutativity, conjugate points. In physical models, Noether's theorem and the
principle of least action converts inverse medium problems to inverse problems of hyperbolic PDEs
in complex media.

The Dirichlet-to-Neumann maps and the source-to-solution maps of such equations can be
expressed in the form of Fourier Integral Operators. Their microlocal structures help to construct

the special solutions to solve inverse problems. One may exploit the features of these solutions to
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establish the uniqueness of inversion, estimate the quantitative stabilities of inversion, and develop

novel algorithm of numerical solutions.

Boundary integral equation method: from frequency-domain to time-domain
B T E BB
Abstract: This talk will present some recent progresses on the fast and high-order boundary
integral equation solvers for solving both the frequency-domain and time-domain wave scattering
problems. For the frequency-domain problems, some regularization techniques and the associated
theoretical analysis of the singular integral operators on closed/open-surfaces are developed to
reduce the singular integrals to combinations of weakly-singular integral operators and surface
differential operators whose numerical evaluations can be achieved by means of a novel
Chebyshev-based rectangular-polar solver. For the time-domain problem, a multi-patches/multiple-
scattering frequency-time hybrid solver is proposed for problems of wave scattering by obstacles.
The problem is treated on the basis of a partition of the domain boundary into a user-prescribed
number of patches and an associated sequence of wave equation multiple-scattering problems
which do not suffer from the wave trapping challenges and therefore, allow the use of Fourier
transform. Numerical examples will be presented to show the accuracy and efficiency of the

proposed solvers.
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Deep Unrolled Reconstructions for CT imaging and Remote Sensing Blind Deblurring
IS i N
Abstract: Proximal gradient-based optimization is a widely used approach for addressing the
inverse problem in CT imaging and remote sensing blind deblurring, known for its simplicity in
implementation. However, this method often results in significant artifacts during image
reconstruction and restoration. A common approach to alleviate these artifacts is the fine-tuning of
the regularization parameter, though this can lead to higher computational demands and may not
always be effective. In this talk, we introduce a novel unrolled blind deblurring learning framework
that employs alternating iterations of shrinkage thresholds. This framework updates blurring kernels
and images, with a theoretical foundation in network design, emphasizing the learning of deep
geometric prior features to improve image restoration. Furthermore, we introduce a deep geometric
incremental learning framework that utilizes the second Nesterov proximal gradient optimization
for CT reconstruction. Our comprehensive end-to-end network is capable of effectively learning
both high- and low-frequency image features and theoretically ensures the reconstruction of
geometric texture details from initial linear reconstructions. We compare the reconstruction
performance of the proposed methods with existing state-of-the-art methods to demonstrate their

superiority.

Oscillation total generalized variation and its spatially adaptive version for image
restoration with structured textures
i P S R R
Abstract: Cartoon and texture are the main components of an image, and decomposing them has
gained much attention in various image restoration tasks. In this talk, we firstly introduce a new
type of regularization functional for images called oscillation total generalized variation (TGV)
which can represent structured textures with a specified direction and scale. An infimal convolution
type with respect to several directions and scales is then used to model structured oscillatory
textures of an image. Later, we will further discuss a spatially adaptive version, which is capable of
capturing structured textures with varying orientations and frequencies in localized regions. Some
basic analyses are also included here, such as the lower semicontinuity of the new functional and

the existence of the solutions to the proposed model. Numerical experiments on image
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decomposition, denoising and inpainting demonstrate that the proposed model excels in preserving

textures and is competitive against existing variational and learning-based models.
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A diffusion equation for improving the robustness of deep learning speckle removal model
SIS P NE
Abstract: Speckle removal aims to smooth noise while preserving image boundaries and texture
information. In recent years, speckle removal models based on deep learning methods have attracted
a lot of attention. However, it was found that these models are less robust to adversarial attacks.
The adversarial attack makes the image recovery of deep learning methods significantly less
effective when the speckle noise distribution is almost unchanged. In purpose of addressing the
above problem, we propose a diffusion equation-based speckle removal model that can improve the
robustness of deep learning algorithms in this paper. The model utilizes a deep learning image prior
and an image grayscale detection operator together to construct the coefficient function of the
diffusion equation. Among them, there is a high possibility that the deep learning image prior is
inaccurate or even incorrect, but it will not affect the performance and the properties of the proposed
diffusion equation model for noise removal. Moreover, we analyze the robustness of the proposed
diffusion equation model in terms of theoretical and numerical properties. Experiments show that
our proposed diffusion equation speckle removal model is not affected by adversarial attacks in any

way and has stronger robustness.
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Registration-Based Image Segmentation Models
G SERETPI N
Abstract: Image segmentation is to extract meaningful objects from a given image. For degraded
images due to occlusions, obscurities or noises, the accuracy of the segmentation result can be
severely affected. To alleviate this problem, prior information about the target object is usually
introduced. In Chan et al. (J Math Imaging Vis 60(3):401-421, 2018), a topology-preserving
registration-based segmentation model was proposed, which is restricted to segment 2D images
only. In this talk, we will talk about the registration-based 3D segmentation, convexity-preserving

segmentation and interactive segmentation.
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Image Denoising Based on A New Anisotropic Mean Curvature Model
T% WL TR
Abstract: A number of variational models for image denoising have been proposed in the last few
years in order to advance the denoising performance. To improve the denoising quality, it is very
significant to describe the local structure of image in the proposed models. To this end, this paper

proposes a novel denoising model which combines the gradient operator V with the adaptive
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weighted matrix W in the mean curvature regularized term such that the proposed model can
describe the local features in image efficiently. Since the proposed model is a high-order nonlinear
and nonconvex optimization problem, the augmented Lagrangian method can be applied to solve
it. Numerical experiments demonstrate that the proposed model yields good performance compared

with other well-known gradient-based models.

Stable Image Reconstruction by TV Type Methods

B2 AT R R R
Abstract: Total variation (TV) regularization is widely applied in the field of imaging problems
due to its excellent edges preserving ability. We investigate TV type methods and propose two
methods combining TV regularization for image restoration. Our first work focuses on transformed
L1 (TL1) regularization which has been shown to have comparable signal recovery capability with
L1-L2 regularization and L1/L2 regularization, regardless of whether the measurement matrix
satisfies the restricted isometry property (RIP). This motivates us to combine ideas from
transformed L1 regularization and total variation (TV) regularization to propose a new regularizer,
transformed total variation (TTV), for compressive image reconstruction. An optimal error bound,
up to a logarithmic factor, of robust image recovery from compressed measurements via the TTV
minimization model is established, and the RIP based condition is improved compared with total
variation minimization. Another work we are interested in is the deep image prior (DIP), which
does not require training sets and is characterized by an early stop mechanism. In order to improve
the sparse expression ability of the model, we combine the DIP with TTV regularization and
propose a new DIP-TTV method. In addition, we provide an adaptive weight selection strategy and
the corresponding model called DIP-WTTV. The ADMM scheme is employed to solve the
proposed DIP-TTV and DIP-WTTV models. Numerical results of image reconstruction
demonstrate our theoretical results, and illustrate the efficiency of proposed models among state-
of-art methods.

CurvPnP: Plug-and-play blind image restoration with deep curvature denoiser
L TIPE N
Abstract: Due to the development of deep learning-based denoisers, the plug-and-play strategy has
achieved great success in image restoration problems. However, existing plug-and-play image
restoration methods are designed for non-blind Gaussian denoising, the performance of which
visibly deteriorate for unknown noises. To push the limits of plug-and-play image restoration, we

propose a novel framework with blind Gaussian prior, which can deal with more complicated image
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restoration problems in the real world. More specifically, we build up a new image restoration
model by regarding the noise level as a variable, which is implemented by a two-stage blind
Gaussian denoiser consisting of a noise estimation subnetwork and a denoising subnetwork, where
the noise estimation subnetwork provides the noise level to the denoising subnetwork for blind
noise removal. We also introduce the curvature map into the encoder-decoder architecture and the
supervised attention module to achieve a highly flexible and effective convolutional neural network.
The experimental results on image denoising, deblurring and single-image super-resolution are
provided to demonstrate the advantages of our deep curvature denoiser and the resulting plug-and-
play blind image restoration method over the state-of-the-art model-based and learning-based
methods. Our model is shown to be able to recover the fine image details and tiny structures even

when the noise level is unknown for different image restoration tasks.
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Self-supervised Deep Learning Methods In Imaging
PEFEBE i 4K e B 07 ot
Abstract: Image restoration refers to recovering high-quality images from degraded or limited
measurements, which has applications in many fields, such as science and medicine. Recently, deep
learning has emerged as a prominent tool for many problems including image restoration. Most of
the deep learning methods are supervised which requires large amount of paired training data
including truth images. In this talk, I will introduce several self-supervised methods which only use
the on-hand measurements for training while still showing comparable performance to supervised
learning. These proposed self-supervised methods have great potential for real-world image
restoration tasks, where it can be difficult to collect clean images and build high-quality training

datasets.
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aly — Bl, sparsity regularization for nonlinear ill-posed problems
T RAbMl R
Abstract: In this report, the a II- I, — B Il ll;, sparsity regularization with parameters a = f =
0 is studied for nonlinear ill-posed inverse problems. The well-posedness of the regularization is
investigated. Compared to the case where ¢ > f = 0, the results for the casea = f > 0 are
weaker due to the lack of coercivity and Radon-Riesz property of the regularization term. Under
certain conditions on the nonlinearity of F, sparsity is shown for every minimizer of the a |l Il;, —

B lI- ll;, regularized inverse problem. Moreover, for the case @ > f = 0, convergence

1
rates 0(62 ) and O (&) are proved for the regularized solution towards a sparse exact solution, under
different yet commonly adopted conditions on the nonlinearity of F. The iterative soft thresholding
algorithm is shown to be useful to solve the a II- Il;, — B II- ll;, regularized problem for nonlinear

ill-posed equations. Numerical results illustrate the efficiency of the proposed method.
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3D marine controlled-source electromagnetic inversion by frequency-domain multigrid
modeling
7)Y SN N

Abstract: Controlled-source electromagnetics (CSEM) has been a well-established technology in
geophysical exploration to complement classic seismic techniques for reservoir and mineral
exploration, thanks to its good sensitivity to highly saturated hydrocarbons and resistive sediments.
CSEM imaging, often coined resistivity tomography, is a powerful tool to decipher the resistivity
distributions quantitatively. This leads to a nonlinear optimization problem in which the difference
between the observed data and the synthetic EM fields are minimized iteratively. Because each
iteration requires 3D forward modelling several times, 3D CSEM inversion is known to be
computationally expensive. In this work, we present an efficient frequency-domain multigrid
modelling scheme to simulate 3D CSEM fields and invert for resistivity properties. The Maxwell
equation is discretized using finite integration method, while the geometrical multigrid (GMG)
solver is constructed by recursively solving the same equation at each grid level. We have designed
a compact yet efficient GMG code. using the reverse communication strategy. In order to achieve
better convergence for 3D CSEM inversion, we incorporated a preconditioner by cascading depth
weighting with triangle smoothing in nonlinear optimization procedure. The numerical test
confirms the efficiency of GMG solver. A synthetic test has been examined for 3D VTI anisotropic
CSEM inversion.

3D frequency-domain elastic wave modeling based on an optimal second-order staggered-
grid finite-difference method
ERME ERIE TR
Abstract: This work proposes an optimal second-order staggered-grid finite-difference method
(OSSFD) based on average first-order derivatives to simulate the 3D frequency-domain elastic
wave equation. The mass acceleration term in the equation is discretized using the anti-lumped mass
technique. To determine the weighting coefficients in the finite-difference equation, we minimize
the deviation of the normalized phase velocity from unity within the framework of the classical
dispersion relationship. The minimization process uses an optimization algorithm that combines the
simulated annealing method (SA) and the Levenberg-Marquardt (LM) method. We compared
OSSFD with the classic fourth-order staggered-grid difference scheme (FSFD) and the classic
second-order staggered-grid difference scheme (SSFD). The dispersion curves of the OSSFD are
more clustered than the other two formats. Quantitative analysis shows that when the upper limit
of the phase velocity error is set to 1%, the OSSFD format only requires 3.61 grid points per
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minimal wavelength, while the FSFD format requires 5.04 and the SSFD format requires 13.03.
This means that OSSFD can be used with a coarser mesh which leads to less computation burden.
The numerical experiments compares the computational cost of the three methods. It shows that the
OSSFD method requires less memory when the direct method is used to solve the linear system. If
using the iterative method, it converges faster than the other two methods when the same accuracy
is achieved. By comparing with the analytical solution, OSSFD exhibits its higher accuracy and its

capability of handling high-frequency problems.

Iterative Runge-Kutta-Type Methods with Convex Penalty for Inverse Problems in Hilbert
Spaces
P B Iy K
Abstract: An s-stage Runge-Kutta-type iterative method with the convex penalty for solving
nonlinear ill-posed problems is proposed and analyzed in this talk. The approach is developed by
using a family of Runge-Kutta-type methods to solve the asymptotical regularization, which can be
seen as an ODE with the initial value. The convergence and regularity of the proposed method are
obtained under certain conditions. The reconstruction results of the proposed method for some
special cases are studied through numerical experiments on both elliptical parameter identification
and diffuse optical tomography. The numerical results indicate that the developed methods yield
stable approximations to true solutions, especially the implicit schemes have obvious advantages
on allowing a wider range of step length, reducing the iterative numbers, and saving computation

time.

A mechanism learning based method for image inpainting
BT Y EAPNE

Abstract: This talk is concerned with an inpainting method based on mechanism learning, from
the perspective of inverse problems. The underlying data mechanism, characterized by linear
differential equations, is identified from data on the known area and then exploited to infer that on
the missing part. Attention is paid to incorporation of historical or prior information as higher order
mechanism. Numerical examples show effectiveness, robustness and flexibility of the method and

it performs well over mechanism/scientific data. This is a joint work with Prof. Jin Cheng.
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An accelerated Bouligand-Landweber method based on projection and Nesterov
acceleration for nonsmooth ill-posed problems
RIS S /R Tk KA
Abstract: In this paper, we propose an accelerated Bouligand-Landweber method which is based
on projection and Nesterov acceleration. This approach incorporates Nesterov acceleration
technique into the Bouligand Landweber method whose step sizes are determined by projection. It
is designed to solve nonsmooth ill-posed problems and to reduce the computational time. When the
data is exact, we show the convergence result of the proposed method. When the data is
contaminated by noise, we prove its regularization property by utilizing the concept of asymptotic
stability. Moreover, some numerical experiments on nonsmooth inverse problems are performed to

demonstrate the efficiency and the acceleration effect of the method.

Hybrid adaptive method based on dictionary learning and rank-reduction for seismic

denoising
R [A] FKOE SR
Abstract: In this report, the a Il Il;, — B Il I, sparsity regularization with parameters a = f =

0 1is studied for nonlinear ill-posed inverse problems. The well-posedness of the regularization is
investigated. Compared to the case where « > f = 0, the results for the casea = f > 0 are
weaker due to the lack of coercivity and Radon-Riesz property of the regularization term. Under
certain conditions on the nonlinearity of F, sparsity is shown for every minimizer of the a |- ll;, —

B - Il,, regularized inverse problem. Moreover, for the case a > f = 0, convergence

1
rates 0(62 ) and O(9) are proved for the regularized solution towards a sparse exact solution, under
different yet commonly adopted conditions on the nonlinearity of F. The iterative soft thresholding
algorithm is shown to be useful to solve the a Il Il;, — B Il Il;, regularized problem for nonlinear

ill-posed equations. Numerical results illustrate the efficiency of the proposed method.
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An efficient frozen Levenberg-Marquardt-Kaczmarz method with convex penalty terms for
ill-posed problems
FRIGEHS e ZRVE Tl oK
Abstract: In this paper, we present a frozen iteratively regularized approach for solving ill-posed
problems and conduct a thorough analysis of its performance. This method involves incorporating
Nesterov’s acceleration strategy into the Levenberg-Marquardt-Kaczmarz method and maintaining
a constant Fréchet derivative of F; at an initial approximation solution x, throughout the iterative
process, which called the frozen strategy. Moreover, convex functions are employed as penalty
terms to capture the distinctive features of solutions. We establish convergence and regularization
analysis by leveraging some classical assumptions and properties of convex functions. These
theoretical findings are further supported by a number of numerical studies, which demonstrate the
efficacy of our approach. Additionally, to verify the impact of initial values on the accuracy of

reconstruction, the data-driven strategy is adopted in the third numerical example for comparison.

Elastic full-waveform inversion using a weighted Tikhonov-TV regularization
FIEIE WEIRIE TR
Abstract: Elastic full-waveform inversion (FWI) can constructhigh-resolution P-wave velocity, S-
wave velocity, and densitymodels in complex geological settings. However, elastic full waveform
inversion is a nonlinear and ill-posed inverse problem, requiring a regularization method to obtain
a reasonable result. In this article, we introduce a weighted Tikhonov-TV regularization strategy,
which combines Tikhonov and TV term, for the elastic full waveform inverse problem. The weights
imposed on these two terms can be dynamically adjusted by the sigmoid function during the
inversion process. To improve the computational efficiency, we use mini-batch technique in both
forward and inversion processes. Numerical experiments based on synthetic models are carried out

to demonstrate the effectiveness of our methods.

An accelerated inexact Newton regularization scheme with a learned feature-selection rule
for non-linear inverse problems
5 M R Ll K5
Abstract: With computational inverse problems, it is desirable to develop an efficient inversion
algorithm to find a solution from measurement data through a mathematical model connecting the
unknown solution and measurable quantity based on the first principles. However, most of
mathematical models represent only a few aspects of the physical quantity of interest, and some of

them are even incomplete in the sense that one measurement corresponds to many solutions
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satisfying the forward model. In this paper, in light of the recently developed INETT method in
(Inverse Problems, 39: 055002, 2023), we propose a novel iterative regularization method for
efficiently solving non-linear ill-posed inverse problems with potentially non-injective forward
mappings and (locally) non-stable inversion mappings. Our approach integrates the inexact Newton
iteration, the non-stationary iterated Tikhonov regularization, the two-point gradient acceleration
method, and the structure-free feature-selection rule. The main difficulty in the regularization
technique is how to design an appropriate regularization penalty, capturing the key feature of the
unknown solution. To overcome this difficulty, we replace the traditional regularization penalty
with a deep neural network, which is structure-free and can identify the correct solution in a huge
null space. A comprehensive convergence analysis of the proposed algorithm is performed under
standard assumptions of regularization theory. Numerical experiments with comparisons with other
state-of-the-art methods for two model problems are presented to show the efficiency of the

proposed approach

A hybrid structural sparsication error constraint for full waveform inversion
FRLLT /R LKA
Abstract: Full-waveform inversion (FWI) represents an advanced geophysical imaging technique
focused on intricately depicting subsurface physical properties by iteratively minimizing the
differences between the simulated and observed seismograms. Unfortunately, the conventional FWI
utilizing a least-squares loss function suffers from various drawbacks, including the challenge of
local minima and the necessity for human intervention in parameter fine-tuning. It is particular
problematic when handling noisy data and inadequate initial models. Recent work has exhibited
promising performance in two-dimensional FWI by integrating structural sparse representation to
procure adaptive dictionaries. Drawing inspiration from the competitiveness of structural sparse
representation, we introduce a paradigm of group sparse residuals that integrates two types of
complementary prior information by harnessing both the internal and external subsurface media
model. The proposed algorithm is based on an alternate minimization algorithm to guarantee
workflow flexibility and efficient optimization capabilities. We experimentally validate our method
for two baseline geological models, and a comparison of the results demonstrates that the proposed
algorithm faithfully recovers the velocity models and consistently outperforms other traditional or
learning-based algorithms. A further benefit from the group sparse coding used in this method is

that it reduces the sensitivity to data noise.
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Factorization method for inverse elastic scattering problem with Neumann boundary
condition
ERE R
Abstract: In this talk, | will concern the inverse elastic scattering problem to determine the shape
and location of an elastic obstacle from the full far-field data, or the compressional part of far-field
data, or the compressional part of far-field data, or the limited aperture data. Properties of the data-
to-pattern operator and the normal derivative of the double-layer potential operator are rigorously
proved to verify the validity of the factorization method. Numerous numerical experiments are
conducted to show the feasibility and effectiveness of the proposed method, and to analyze the
impact of factors, such as polarization direction, frequency, wave number, and multi-scale scatterers

on the accuracy of the reconstructed results.

Spectral properties of an acoustic-elastic transmission eigenvalue problem with applications
AME EMRREF
Abstract: In this talk, we are concerned with a coupled-physics spectral problem arising in the
coupled propagation of acoustic and elastic waves, which is referred to as the acoustic-elastic
transmission eigenvalue problem. There are four major contributions in this work which are new to
the literature. First, under a mild condition on the medium parameters, we prove the existence of an
acoustic-elastic transmission eigenvalue. Second, we establish a geometric rigidity result of the
transmission eigenfunctions by showing that they tend to localize on the boundary of the underlying
domain. Moreover, we also consider the vanishing property of the underlying transmission
eigenfunctions near a 2D corner or 3D edge corner under generic regularity assumptions on the
transmission eigenfunctions. The geometrical characterization of transmission eigenfunctions can
be used to established unique results for determining the polygonal scatterer by finite many far field

patterns.

Reconstruction of sound sources and obstacles based on neural networks
At KEH TR
Abstract: This report explores the mechanism of a new audio life detector that enables the
localisation of trapped people and the identification of the shape of buried debris. Based on the
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practical situation, the above process can be modelled as a "double inverse™ model. The far-field
data of different sound sources and obstacles are collected in both finite aperture and full aperture,
and a parallel neural network is constructed to solve the problem of decreased computational
accuracy caused by the lack of information in the double inverse model. Numerical experiments

show the effectiveness of the method and the robustness of the network to noise.

Efficient Synchronous Retrieval of OAM Modes and AT Strength using Multi-Task Neural

Network

i KEE TR
Abstract: Orbital Angular Momentum (OAM) beams transmitted in atmospheric channels are
subject to random fluctuations in refractive index caused by atmospheric turbulence, resulting in
beam phase aberrations and dispersion of light intensity, which can lead to severe signal crosstalk.
The high degree of randomness that atmospheric turbulence (AT) has, the orbital angular
momentum pattern recognition method must have good stability in order to ensure the
communication quality. We establish the equivalence between the continuous dynamical system
and the neural network RUEM to ensure the stability of the constructed RUEM network, and
propose a multi-task neural network model embedded in the RUEM to achieve efficient and
simultaneous recognition of turbulence intensity in atmospheric turbulence environments and

orbital angular momentum patterns in free-space optical communication systems.

Error estimates for a mixed finite element method for the Maxwell’s transmission
eigenvalue problem
TR URYINIEE B R K 2

Abstract: In this paper, we analyze a numerical method combining the Ciarlet-Raviart mixed finite
element formulation and an iterative algorithm for the Maxwell’s transmission eigenvalue problem.
The eigenvalue problem is first written as a nonlinear quad-curl eigenvalue problem. Then the real
transmission eigenvalues are proved to be the roots of a non-linear function. They are the
generalized eigenvalues of a related linear self-adjoint quad-curl eigenvalue problem. These
generalized eigenvalues are computed by a mixed finite element method. We derive the error
estimates using the spectral approximation of compact operators, the theory of mixed finite element
method for quad-curl problems, and the derivatives of eigenvalues.
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Uniqueness and numerical scheme for spherical shell-structured sources from the sparse far

field patterns

SEPRAE R
Abstract: It is well known that the far field patterns at finitely many frequencies are not enough to
uniquely determine a general source. To establish uniqueness, we consider the acoustic scattering
of spherical shell-structured sources. We show that the spherical shell-structured sources can be
identified from the far field patterns with at most two frequencies. Precisely, we show that the
number and the centers (i.e., locations) of the spherical shells can be uniquely determined by the
far field patterns at a fixed frequency. Furthermore, the scattering strengths, the inner and outer
diameters are uniquely determined by the far field patterns at two frequencies. Motivated by the
uniqueness arguments, a numerical scheme is proposed for reconstructing the spherical shell
structured sources. A migration series method is designed to located the centers. The numerical
simulations show that the reconstruction quality is the same as the direct sampling method.

Furthermore, an iterative method is designed for computing the inner diameters and outer diameters.

Convergence Analysis of a Global-in-Time Iterative Decoupled Algorithm for Biot’s Model
MG B RO
Abstract: In this talk, we focus on investigating the convergence behavior of a global-in-time
iterative decoupled algorithm based on a three-field formulation. During each iteration, the
algorithm involves solving a reaction-diffusion subproblem across the entire temporal domain,
followed by resolving a Stokes subproblem over the same time interval. This algorithm is
recognized for its “partially parallel-in-time” property, enabling the implementation of a parallel
procedure when addressing the Stokes subproblem. We establish its global convergence with a new
technique by confirming that the limit of the sequence of numerical solutions of the global-in-time
algorithm is the numerical solution of the fully coupled algorithm. Numerical experiments validate
the theoretical predictions and underline the efficiency gained by implementing the parallel

procedure within the proposed global-in-time algorithm.

Unique determination by a single far-field measurement for an inverse elastic problem
FERAE MO
Abstract: This paper is concerned with the unique identification of the shape of a scatterer through
a single far-field pattern in an inverse elastic medium scattering problem with a generalized
transmission boundary condition. The uniqueness issue by a single far-field measurement is a
challenging problem in inverse scattering theory, which has a long and colorful history. In this paper,
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we demonstrate the well-posedness of the direct problem by the variational approach. We establish
the uniqueness results by a single far-field measurement under a generic scenario when dealing with
underlying elastic scatterers exhibiting polygonal-nest or polygonal-cell structures. Furthermore,
for a polygonal-nest or polygonal-cell structure scatterer associated with density and boundary
impedance parameters as piecewise constants, we show that these physical quantities can be
uniquely determined simultaneously by a single far-field measurement. The corresponding proof
relies heavily on examining the singular behaviour of a coupled PDE system near a corner in a

microlocal manner.

A novel Newton method for inverse elastic scattering problems
HHE MR Tl KA
Abstract: This work concerns an inverse elastic scattering problem of identifying the unknown
rigid obstacle embedded in an open space filled with a homogeneous and isotropic elastic medium.
A Newton-type iteration method relying on the boundary condition is designed to identify the
boundary curve of the obstacle. Based on the Helmholtz decomposition and the Fourier-Bessel
expansion, we explicitly derive the approximate scattered field and its derivative on each iterative
curve. Rigorous mathematical justifications for the proposed method are provided. Numerical
examples are presented to verify the effectiveness of the proposed method.
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Simultaneously determine elastic impedance and shape by a Newton-type iterative method
PR [ R
Abstract: This talk focuses on an indirect boundary integral equation method for the inverse elastic
impedance and the geometry problem by a Cauchy data pair on the access part of the boundary in
a two-dimensional case. A uniqueness result is given for the corresponding problem, and a non-
iterative algorithm is proposed to solve the data completion problem using a Cauchy data pair on
an accessible part of the solution domain's boundary. Next, we introduce a Newton-type iterative
method for reconstructing the missing boundary and the impedance function using the completion
data on the unknown boundary, which is governed by a specific type of boundary conditions. This
method should not deal with the singularities of the kernels of hypersingular integral from Frechet

derivative.

Inverse scattering with phaseless data
FHEESC HE B AU S RGURH AR TR
Abstract: Inverse scattering with phased data (i.e., data with phase information) has been widely
studied mathematically and numerically over the past decades due to its significant applications in
such diverse scientific areas as radar and sonar detection, remote sensing, geophysics, medical
imaging, and nondestructive testing. However, in many practical applications, it is much harder to
obtain data with accurate phase information compared with only measuring the modulus or intensity
of the data. Therefore, it is often desirable to study inverse scattering problems with phaseless data
(i.e., data without phase information). In this talk, we will introduce our recent work on inverse

scattering problems with phaseless data.

Numerical schemes for time domain acoustic inverse source problems
Wridr o B IR
Abstract: The time domain acoustic inverse source problems of the wave equation have been
widely used in many fields, such as radar detection and underwater sonar. Recently, we are
concerned with the numerical schemes for time domain acoustic inverse source problems. Basing
on the Green’s function of the d’Alembert operator, imaging methods such as sampling methods
are proposed to reconstruct acoustic sources, including point sources, curve sources and moving

point sources.
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Direct sampling method to inverse frequency-dependent electromagnetic source problems
IV REIIE K
Abstract: In this talk, we are concerned with a inverse electromagnetic source problems which
imaging the support of a frequency-dependent source term from the knowledge of multi-frequency
electric or magnetic far-field patterns at sparse observation directions. The source term is given by
the Fourier transform of a time-dependent source, and its radiating period in the time domain is
known. The time-dependent source is supposed to be stationary in the sense that its compact support
does not change over time. Via the extending of direct sampling method about acoustic wave, we
show that the smallest strip containing the source support and perpendicular to the observation
direction can be recovered from far-field patterns at a fixed observation angle. Further, with
multiple but sparse observations directions, the shape of the source support can be determined.

Finally, Numerical experiments have demonstrated the effectiveness of the proposed method.

Convexification Numerical Method for a Coefficient Inverse Problem for the Radiative
Transport Equation
MEMS =K
Abstract: In this talk, we concern the coefficient inverse problem for the stationary radiative
transport equation. Based on Carleman estimate, the globally convergent so-called convexification
numerical method is developed and its convergence analysis is provided. For the numerical
implementation, an orthonormal basis is used. Extensive numerical studies in the 2-D case are
presented. This talk is based on the joint works with M. V. Klibanov, J. Li, L. H. Nguyen, and V.

G. Romanov.

Uniqueness, stability and algorithm for an inverse wave-number-dependent source problem
Al g IR TR

Abstract: This talk concerns an inverse wavenumber/frequency-dependent source problem for the

Helmholtz equation. In two and three dimensions, the unknown source term is supposed to be

compactly supported in spatial variables but independent on one spatial variable. The dependence

of the source function on wavenumber/frequency is supposed to be unknown. Based on the Fourier

Transform and explicit bounds for analytic continuation, Uniqueness proof and increasing stability

analysis are carried out in terms of the boundary measurement data of Dirichlet kind.
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Conditional well-posedness and data-driven method for identifying the dynamic source in a
coupled diffusion system from one single boundary measurement
SRAEFHT VAT kK
Abstract: This work considers the inverse dynamic source problem arising from the time-domain
fluorescence diffuse optical tomography (FDOT). We recover the dynamic distributions of
fluorophores in biological tissue by the one single boundary measurement in finite time domain.
We build the uniqueness theorem of this inverse problem. After that, we introduce a weighted norm
and establish the conditional stability of Lipschitz type for the inverse problem by this weighted
norm. The numerical inversions are considered under the framework of the deep neural networks
(DNNs). We establish the generalization error estimates rigorously derived from Lipschitz
conditional stability of inverse problems. Finally, we propose the reconstruction algorithms and

give several numerical examples illustrating the performance of the proposed inversion schemes.

Inverse wave-number-dependent source problems for the Helmholtz equation with partial
information on radiating period
FLLE MIT KT

Abstract: In this talk, we address a factorization method for imaging the support of a wave-number-
dependent source function from multi-frequency data measured at a finite pair of symmetric
receivers in opposite directions. The source function is given by the inverse Fourier transform of a
compactly supported time-dependent source whose initial moment or terminal moment for radiating
is unknown. Using the multi-frequency far-field data at two opposite observation directions, we
provide a computational criterion for characterizing the smallest strip containing the support and
perpendicular to the directions. In comparison our previous work (H. Guo and G. Hu, to appear in:
SIAM J. Numer. Anal., arXiv: 2305.07459) where the radiation period is completely known, a new
parameter is introduced into the design of test functions for imaging the source support and for
indicating the unknown initial moment or terminal moment. The data from a finite pair of opposite
directions can be used to recover the ©-convex polygon of the support, if partial information on the
radiating period is given. Uniqueness in recovering the convex hull of the support is obtained as a
by-product of our analysis using all observation directions. Extensive numerical tests in both two
and three dimensions are implemented to show effectiveness and feasibility of the approach. The
theoretical framework explored here should be seen as the frequency-domain analysis for acoustic
source localization problems in the time domain. This is a joint work with G. Hu and G. Ma.
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Uniqueness of inverse source problem in determining a nonconvex polygon with a single far
field pattern
YAy N
Abstract: We consider a time harmonic inverse source problem with a single far field pattern in
two dimensions, where the source term is compactly supported in an a priori given homogeneous
background medium. For polygonal source terms, there already exist many uniqueness results to
recover the convex source support together with the source function at corner points. For a
nonconvex polygon, the key point is to make clear of the possible geometric relationship between
two different polygons. Then, based on the corner singularity analysis of solutions to the
inhomogeneous Laplace equation with a piecewise continuous source term in a sector, we prove
that the nonconvex polygonal source support can be uniquely determined by a single far-field

pattern.

Detection of a piecewise linear crack with one incident wave
(AN TS S N
Abstract: This talk is concerned with inverse crack scattering problems for time-harmonic acoustic
waves. We prove that a piecewise linear crack with the sound-soft boundary condition in two
dimensions can be uniquely determined by the far-field datum corresponding to a single incident
plane wave or point source. We propose two non-iterative methods for imaging the location and
shape of a crack. The first one is a contrast sampling method, while the second one is a variant of
the classical factorization method but only with one incoming wave. Newton's iteration method is
then employed for getting a more precise reconstruction result. Numerical examples are presented
to show the effectiveness of the proposed hybrid method. This talk is based on a joint work with

Guangiu Ma and Guanghui Hu.

New solvers for the acoustic scattering by 2D layered periodic medium
Bk VAR
Abstract: In this talk, we consider the problem of scattering by a multi-layered penetrable periodic
structure. The structure is assumed to separate the whole space into three parts: the medium above
and below the structure is assumed to be homogeneous with different wave numbers, and the
medium inside the structure is assumed to be inhomogeneous with the refractive index. We propose
some new solvers to solve this scattering problem numerically. These new solvers rely on an
equivalent Lippmann-Schwinger-type integral equation, which is established by constructing a
quasi-periodic Green's function associated with one straight line. Based on this technique, we
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propose two algorithms, namely the direct Fourier transform method and cubature method, to solve
this integral equation numerically. Finally, some numerical examples follow to illustrate the validity

of these algorithms.

Shape derivative and Newton iterative method for inverse scattering in a layered medium
R VALK
Abstract: In this talk, we consider the inverse acoustic scattering of time-harmonic point sources
by a locally perturbed interface with bounded obstacles embedded in the lower half-space. A
Newton-type iterative method is proposed to simultaneously reconstruct the locally rough interface
and embedded obstacles by taking partial near-field measurements in the upper half-space. The
method relies on a differentiability analysis of the scattering problem with respect to the locally
rough interface and the embedded obstacle, which is established by introducing a kind of new shape
derivatives and reducing the original model to an equivalent system of integral equations defined
in a bounded domain. With a slight modification, the inversion algorithm can be easily generalized
to reconstruct local perturbations of a global rough interface. Finally, numerical results are

presented to illustrate the effectiveness of the inversion algorithm with the multi-frequency data.
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Stability estimate for the discrete Calderon problem from partial data
AR ARIBIIE K
Abstract: In this paper, we focus on the analysis of discrete versions of the Calderon problem with
partial boundary data in dimension d > 3. In particular, we establish logarithmic stability
estimates for the discrete Calderon problem on an arbitrarily small portion of the boundary under
suitable a priori bounds. For this end, we will use CGO solutions and derive a new discrete

Carleman estimate and a key unique continuation estimate. Unlike the continuous case, we use a
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new strategy to prove the key discrete unique continuation estimate by utilizing the new Carleman
estimate with boundary observations for a discrete Laplace operator.

Recovering discontinuous viscosity coefficients for inverse Stokes problems by boundary
measurements
PR PY AR

Abstract: In this talk, we introduce the inverse Stokes problems of determining a discontinuous
viscosity coefficient x4 in a bounded domain Q c R®. By analyzing a detailed singularity of
Dirichlet Green's functions of the Stokes equations and constructing a specifically coupled Stokes-
Brinkman system in a localized domain, we prove a global uniqueness theorem that the
discontinuous viscosity coefficient can be determined by a local boundary measurement defined on
an arbitrary small open subset of the boundary dQ. This talk is based on the joint works with J.
Yang, M. Liu, C. Wu.
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Multipollutant Traceability via Dynamic CGO Solutions
b =~ R

Abstract: This work introduces a novel inversion framework using dynamic Complex Geometrical
Optics (CGO) solutions for the precise identification of pollution sources in environmental systems.
Our research broadens the application of CGO solutions to address the challenges presented by the
simultaneous tracking of multiple contaminants, each characterized by distinct diffusion
coefficients and interactions. By developing an approach that utilizes the capabilities of CGO
solutions and integrates a broad spectrum of environmental dynamics, including diffusion,
convection, and inter-pollutant reactions, we lay the groundwork for a comprehensive framework
designed to trace the origins of pollutants and accurately reconstruct emission concentrations in the
multiple pollutant traceability problem.

Computational imaging of small-amplitude biperiodic surfaces with double negative
material
F R AR R - R 2 R IE 1 e 2 B
Abstract: We consider the problem of imaging a periodic surface by acoustic waves. A slab of
double negative metamaterial is placed above the surface and the scattered field is measured on the
top boundary of the slab. The imaged surface is assumed to be a small perturbation of the flat surface
so that we can make a transformed field expansion to linearize the problem and obtain a simple
reconstruction formula. We show by analysis of the formula and numerical experiments that the

resolution of the reconstruction can be greatly enhanced due to the double negative slab.

Attempts in developing learning methods for inverse problems in imaging
M IR Tl R GRYID
Abstract: We will briefly report out attempts in developing learning methods for inverse problems
in imaging. (1) Learning on the correctness class: end-to-end learning approaches are efficient but
lack of reliability; learning on the correctness class is helpful to alleviate this problem, and we will
discuss it in the domain inverse problems of gravimetry. (2) Two-step neural networks with iterative
algorithms: including model-based iterative algorithms into the construction of neural networks, it

is helpful to improve the generalization ability of the learning methods. (3) Data-driven

58



regularization: build a data-driven regularizer for the inversion algorithm through neural networks
and learning techniques, where we will briefly mention the INETT method and the graphLaNet

algorithm.
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(IR & 2 4% R & U #E 7D
Inverse random source problems for some stochastic fractional diffusion equations
IR P92 R T RO
Abstract: In this talk, we consider some inverse random source problems for some fractional
diffusion equations driven by a fractional Brownian motion. According to the different variables
involved in fractional Brownian motion, we mainly discuss two categories: spatial fractional
Brownian motion and temporal fractional Brownian motion. Regarding the direct problems, the
well-posedness is established and the regularity of the solution is characterized for the equation. In
the context of the inverse problem, the uniqueness and instability are investigated on the

determination of the random source. Furthermore, some numerical experiments are also given.

On the recovery of initial status for linearized shallow-water wave equation by data
assimilation with error analysis
MER KeKF
Abstract: We recover the initial status of an evaluation system governed by linearized shallow-
water wave equations in a 2-dimensional bounded domain by data assimilation technique, with the
aim of determining the initial wave height from the measurement of wave distribution in an interior
domain. Since we specify only one component of the governed system and the observation is only
measured in partly interior domain, due to engineering restriction on the measurement process, this
problem is ill-posed. Based on the known well-posedness of the forward problem, this inverse
problem is reformulated as an optimizing problem with data-fit term and specified background of
the wave amplitude as penalty term. We establish the Euler-Lagrange equation for the optimal
solution in terms of its adjoin system. The unique solvability of this E-L equation is rigorously
proven. Then the optimal approximation error of the regularizing solution to the exact solution is
established in terms of the noise level of measurement data and the a-prior background distribution,
based on the Lax-Milgram theorem. Finally, we propose an iterative algorithm to realize this data
assimilation process, with several numerical examples to validate the efficacy of our proposed

method.
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Simultaneous uniqueness for multiple parameters identification in a fractional diffusion-
wave equation
PR S SN =
Abstract: We consider two kinds of inverse problems on determining multiple parameters
simultaneously for one-dimensional time-fractional diffusion-wave equations with derivative order
a € (0,2). Based on the analysis of the poles of Laplace transformed data and a transformation
formula, we first prove the uniqueness in identifying multiple parameters, including the order of
the derivative in time, a spatially varying potential, initial values, and Robin coefficients
simultaneously from boundary measurement data, provided that all the eigenmodes of an initial
value do not vanish. Our main results show that the uniqueness of four kinds of parameters holds
simultaneously by such observation for the time-fractional diffusion-wave model where unknown
orders a vary order (0,2) including 1, restricted to neither « € (0,1] nor a € (1,2). Furthermore,
for another formulation of the fractional diffusion-wave equation with input source term in place of
the initial value, we can also prove the simultaneous uniqueness of multiple parameters including a
spatially varying potential and Robin coefficients by means of the uniqueness result in the case of

non-zero initial value and Duhamel’s principle.

Inverse problems in magnetic resonance electrical impedance and properties tomography
RSCH: I ZRIYE R
Abstract: MR-based impedance imaging includes magnetic electrical impedance tomography
(MREIT) and magnetic resonance electrical property tomography. MREIT and MREPT play an
important role in modern medical imaging. In this talk, I will present some recent theoretical and

experimental developments of the above two imaging modalities in our group.

Simultaneous recovery of the potential and order for a sub-diffusion model with unknown
initial state and source
PNFESE PRI K
Abstract: This talk is concerned with a nonlinear inverse problem on simultaneously determining
a fractional order and a time potential from an additional integral measurement for a time-fractional
diffusion equation where we do not assume a full knowledge of the initial data and the source term
since they may be unavailable in some practical situations. We firstly study the well-posedness and
some regularities of the solution to the direct problem by the Banach fixed-point theorem. Then a
uniqueness of inversion fractional order, and a nice H\"{o}lder type conditional stability of

inversion potential are achieved based on the analysis of the solution to the direct problem and some
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properties of the Mittag-Leffler function. Also, we transfer the inverse problem into a variational
problem. The existence and convergence of the minimizer for the variational problem are proved.
Finally, we propose a modified Levenberg-Marquardt method to reconstruct numerically the

approximations of two unknown parameters.

An 1, regularization model based on weighted natural frequencies and strain modes for

alight damage identification

FRPF ALK PR
Abstract: In structural health monitoring, identification of slight damage was significant and
relatively difficult. During the identification of slight damage, the two shortcomings of [,
regularization model based on natural frequencies and displacement modes were that displacement
modes were insensitive to the slight damage and [, regularization couldn't accurately characterize
the sparsity of structural damage. This paper proposed a method based on [,(0 <p < 1)
regularization model with weighted natural frequencies and strain modes for the purpose of more
accurately identifying the multiple slight damage. The model took advantage of the fact that strain
modes were more sensitive to the slight damage and the 1,,(0 < p < 1) regularization could more
accurately characterize sparsity of structural damage. Simultaneously, it took into account the
intrinsic properties of the natural frequency and strain modes. Thus, the identification accuracy of
the slight damage is further improved. Results illustrate that the proposed model can obtain the
stronger anti-noise ability than the [; sparse regularization optimization model based on natural
frequencies and displacement modes. At the same time, it can achieve a more accurate damage

identification when the noise level is the same.

A geometric method for Bayesian inference

I W K
Abstract: In this talk, | will discuss a new geometric approach to Bayesian inference that entirely
avoids Markov chain simulation, by constructing a reflector surface that “reflect” the prior measure
onto the posterior measure. The construction of reflector surfaces leads to a nonlinear partial
differential equation of Monge—Ampere type, and is numerical computed by a geometric method,
which based on the representation of a reflector as an envelope of a family of confocal ellipsoids of
revolution. Finally, several numerical examples are served to validate the efficiency and feasibility
of this method.
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Solving the backward problem for time-fractional wave equations by the quasi-reversibility
regularization method
T3 PEARImYE R
Abstract: This talk is devoted to the backward problem of determining the initial value and initial
velocity simultaneously in a time-fractional wave equation, with the aid of extra measurement data
at two fixed times. Uniqueness results are obtained by using the analyticity and the asymptotic of
the Mittag-Leffler functions provided that the two fixed measurement times are sufficiently close.
Since this problem is ill-posed, we propose a quasi-reversibility method whose regularization
parameters are given by the a priori parameter choice rule. Finally, several one- and two-
dimensional numerical examples are presented to show the accuracy and efficiency of the proposed

regularization method. This is a joint work with Prof. Zhi-Yuan Li and Yong-Ping Wang.

ODE-DPS: ODE-based Diffusion Posterior Sampling for Inverse Problems in Partial

Differential Equation

G R N
Abstract: In recent years we have witnessed a growth in mathematics for deep learning, which has
been used to solve inverse problems of partial differential equations (PDEs). However, most deep
learning-based inversion methods either require paired data or necessitate retraining neural
networks for modifications in the conditions of the inverse problem, significantly reducing the
efficiency of inversion and limiting its applicability. To overcome this challenge, in this paper,
leveraging the score-based generative diffusion model, we introduce a novel unsupervised inversion
methodology tailored for solving inverse problems arising from PDEs. Our approach operates
within the Bayesian inversion framework, treating the task of solving the posterior distribution as a
conditional generation process achieved through solving a reverse-time stochastic differential
equation. Furthermore, to enhance the accuracy of inversion results, we propose an ODE-based
Diffusion Posterior Sampling inversion algorithm. The algorithm stems from the marginal
probability density functions of two distinct forward generation processes that satisfy the same
Fokker-Planck equation. Through a series of experiments involving various PDEs, we showcase

the efficiency and robustness of our proposed method.

A data-driven model reduction method for parabolic inverse source problems
s BT RHOR
Abstract: In this talk, we propose a data-driven model reduction method to solve parabolic inverse
source problems with uncertain data efficiently. Our method consists of offline and online stages.
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In the off-line stage, we explore the low-dimensional structures in the solution space of parabolic
partial differential equations (PDES) in the forward problem with a given class of source functions
and construct a small number of proper orthogonal decomposition (POD) basis functions to achieve
significant dimension reduction. Equipped with the POD basis functions, we can solve the forward
problem extremely fast in the online stage. Under a weak regularity assumption on the solution of
the parabolic PDEs, we prove the convergence of the POD algorithm in solving the forward

parabolic PDEs.

Inverse potential problem of a generalized time-fractional super-diffusion equation with a
nonlinear source
K PR TRERY
Abstract: This talk is concerned with the inverse potential problem associated with a general
(including three special cases: the classical/multi-term/distributed order) time-fractional super-
diffusion equation with a nonlinear source. For such nonlinear equation, we investigate it for both
the direct and inverse potential problems. For the direct problem, given the potential function, we
obtain the well-posedness of the corresponding initial-boundary value problem. For the inverse
potential problem, by utilizing additional integral data and using the Arzel&Ascoli theorem and
Gronwall’s inequality, we prove the existence and uniqueness of the solution for such nonlinear
problem. This talk also demonstrate the ill-posedness of the inverse problem. Furthermore, the
theoretical results are validated through the reconstruction of the potential term from Bayesian
perspective. The efficacy of the proposed method is demonstrated through several numerical

examples.

Well-posedness of the stochastic time-fractional diffusion and wave equations and inverse
random source problems
SRAEAR oL RS-
Abstract: In this work, we are concerned with the stochastic time-fractional diffusion-wave
equations in a Hilbert space. The main objective of this paper is to establish properties of the
stochastic weak solutions of the initial-boundary value problem, such as the existence, uniqueness
and regularity estimates. Moreover, we apply the obtained theories to an inverse source problem.

The uniqueness of this inverse problem under the boundary measurements is proved.
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Subdiffusion of variable exponent: Analysis, computation and inverse problem
ARG 2R K
Abstract: We consider the subdiffusion of variable exponent modeling subdiffusion phenomena
with varying memory properties. The main difficulty is that this model could not be analytically
solved and the variable-exponent Abel kernel may not be positive definite or monotonic. We
develop a tool called the generalized identity function to convert this model to more feasible
formulations for mathematical and numerical analysis, based on which we prove its well-posedness
and regularity. Then the semi-discrete and fully-discrete numerical methods are developed and their
error estimates are proved, without any regularity assumption on solutions or requiring specific
properties of the variable-exponent Abel kernel. Finally, we investigate an inverse problem of

determining the initial value of the exponent.
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Uniqueness of an inverse cavity scattering problem for the time-harmonic biharmonic wave
equation
FHAE MR
Abstract: This talk addresses an inverse cavity scattering problem associated with the biharmonic
wave equation in two dimensions. The objective is to determine the domain or shape of the cavity.
The Green's representations are demonstrated for the solution to the boundary value problem, and
the one-to-one correspondence is confirmed between the Helmholtz component of biharmonic
waves and the resulting far-field patterns. Two mixed reciprocity relations are deduced, linking the
scattered field generated by plane waves to the far-field pattern produced by various types of point
sources. Furthermore, the symmetry relations are explored for the scattered fields generated by
point sources. Finally, we present two uniqueness results for the inverse problem by utilizing both

far-field patterns and phaseless near-field data.

Carleman estimates for the regularization of ill-posed Cauchy problems
2957797 TR
Abstract: In this paper, we investigate an ill-posed Cauchy problem involving a stochastic
hyperbolic equation. We first establish a Carleman estimate for this equation. Leveraging this
estimate, we are able to derive the conditional stability and convergence rate of the Tikhonov
regularization method for the aforementioned ill-posed Cauchy problem. To complement our
theoretical analysis, we employ kernel-based learning theory and finite element method to

implement the completed Tikhonov regularization method for several numerical examples.

Gel'fand’s inverse problem on connected weighted graphs
s s ARG R
Abstract: We investigate the discrete Gel'fand inverse boundary spectral problem for the graph
Laplacian on a class of finite, connected and weighted graphs. Given the measure on boundary
vertices and edge weights on a graph, we aim to reconstruct the interior vertex measure from the
Neumann boundary spectral data. We derive the unique continuation theorem for the wave equation
and formulate a reconstruction method for the Neumann-to-Dirichlet map using the Neumann

boundary spectral data. Subsequently, we present an algorithm for reconstructing the interior vertex

67



measure based on this map. The algorithm is based on a discrete version of the boundary control
method. To illustrate the effectiveness of the algorithm, we apply it numerically to several examples.

A direct imaging scheme for the time-domain inverse scattering problems in acoustics
FEI I RUE TR
Abstract: This talk concerns an inverse scattering problem of determining unknown scatterers from
time-dependent acoustic measurements. A novel time-domain direct sampling method is developed
to efficiently determine inhomogeneous media's locations and shapes. In particular, our approach
is easy to implement since only space-time integrations are involved in evaluating the imaging
functionals. Theoretical justifications and numerical results will be provided to validate the

feasibility of the proposed method.

Convergence of semismooth Newton methods for parabolic Robin inverse problem with
sparse constraints
B ARE i Ky
Abstract: In this talk, we shall study the inverse problems of reconstructing the sparse Robin
coefficients in parabolic systems. The combined L!-L2 regularization is applied to transform the ill-
posed inverse problems into stable but non-differentiable minimizations. Two primal-dual active
set algorithms are proposed to solve these minimizations, and the equivalence of the
proposed algorithms to some semismooth Newton type methods are established. Further, the local
superlinear convergence of the proposed algorithms shall be rigorously proved for the
nonlinear parabolic Robin inverse problem with sparsity for the first time, under the reasonable
Small Residual Assumption. Several numerical experiments are provided to demonstrate the

accuracy and efficiency of the algorithms,

Finiteness of the stress in presence of closely located inclusions with imperfect bonding
ZeE WL Tl K
Abstract: If two conducting or insulating inclusions are closely located, the gra- dient of the
solution may become arbitrarily large as the distance between inclusions tends to zero, resulting in
high concentration of stress in be- tween two inclusions. This happens if the bonding of the
inclusions and the matrix is perfect, meaning that the potential and flux are continuous across the
interface. In this paper, we consider the case when the bonding is imperfect. We consider the case
when there are two circular inclu- sions of the same radii with the imperfect bonding interfaces and

prove that the gradient of the solution is bounded regardless of the distance between inclusions if
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the bonding parameter is finite. This result is of particular importance since the imperfect bounding
interface condition is an approximation of the membrane structure of biological inclusions such as
biological cells. This talk is based on a joint work with Shota Fukushima, Yong-Gwan Ji and

Hyeonbae Kang.

Linearized inverse potential problems at a high frequency
HMEE it a R

Abstract: We investigate the recovery of the potential function from many boundary measurements
at a high frequency for linear or nonlinear equations. By considering such a linearized form, we
obtain Hdder type stability which is a big improvement over logarithmic stability in low
frequencies. Increasing stability bounds for these coefficients contain a Lipschitz term with a factor
growing polynomially in terms of the frequency, a Hdder term, and a logarithmic term that decays
with respect to the frequency as a power. Based on the linearized problem, a reconstruction
algorithm is proposed aiming at the recovery of sufficiently many Fourier modes of the potential
function. By choosing the high frequency appropriately, the numerical evidence sheds light on the
influence of the growing frequency and confirms the improved resolution. This is the joint work
with Prof. Victor Isakov, Prof. Shuai Lu, Prof. Mikko Salo, and Mr. Sen Zou.

Numerical solutions of the forward and inverse boundary value problem for the time-

fractional diffusion equation

i HaRE R TR
Abstract: We consider the forward and inverse problems for the time-fractional diffusion equation.
Based on the boundary integral equation method, a numerical scheme for solving the forward
problem of time-fractional diffusion equation is developed. We express the boundary integral
operator as a generalized Abel integral operator in time of a/2 — 1 order, whose kernel function is
a time-dependent boundary integral. An inverse boundary problem of the time-fractional diffusion
equation is to reconstruct the geometric information of the inner cavity of the medium, such as the
position, size and shape, from the Cauchy data on the outer boundary. We establish the uniqueness
of the inverse problem and formulate it as an ill-posed nonlinear operator equation. Based on
Fr&het derivatives, we developed a Newton iterative method with regularization. Using the
properties of the diffeomorphism, the Freehet differentiability of the operator is analyzed. Moreover,
the Fré&het derivative can be calculated by Neumann data of the corresponding initial boundary

value problem. Finally, the validity of the algorithm is verified numerically.
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On the data assimilation of initial distribution for 2-dimensional shallow-water equation
model

SRE KRR

Abstract: The utilization of data assimilation (DA) techniques is prevalent in marine meteorology
for the purpose of estimating the complete state of the system. This is done to address the practical
limitations associated with measurement data, which can only be specified at finite number of
discrete points within a limited domain. We develop an efficient DA algorithm to reconstruct the
initial state of the shallow-water equations (SWE) within a 2-dimensional rectangular domain using
sparse spatial measurement data. Our algorithm takes into account both the complete Coriolis force
and the ocean bottom topography in the SWE model, resulting in accurate recovery of the initial
status. After establishing the uniqueness of the solution to the nonlinear SWE with appropriate
boundary conditions, we proceed to establish the conservation laws for the suitably defined energy
quantity for this traveling wave system. This generalization of the known conservation laws for the
simplified SWE system which ignores the Coriolis force and topography, allows us to reveal the
influence of nonconstant sea floor topography on wave propagation. In order to restore the initial
state through the minimization of a cost functional using DA techniques, we proceed by deriving
the adjoint problem for our iteration process. Additionally, we establish a discrete scheme for the
governing equations in the Arakawa C-grid framework, from which we rigorously derive the error
associated with energy conservation in discrete form. The numerical implementations are also
provided to validate our proposed scheme through the verification of energy conservation and the

reconstruction effect of the initial state for various configurations.

Solving the inverse potential problem in the parabolic equation by the deep neural networks
method
sRAFHA AL Tl KA
Abstract: In this work, we consider an inverse potential problem in the parabolic equation, where
the unknown potential is a space-dependent function and the used measurement is the final time
data. The unknown potential in this inverse problem is parameterized by deep neural networks
(DNNs) for the reconstruction scheme. First, the uniqueness of the inverse problem is proved under
some regularities assumption on the input sources. Then we propose a new loss function with
regularization terms depending on the derivatives of the residuals for partial differential equations
(PDEs) and the measurements. These extra terms effectively induce higher regularity in solutions
so that the ill-posedness of the inverse problem can be handled. Moreover, we establish the

corresponding generalization error estimates rigorously. Our proofs exploit the conditional stability
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of the classical linear inverse source problems, and the mollification on the noisy measurement data
which is set to reduce the perturbation errors. Finally, the numerical algorithm and some numerical

results are provided.

Inverse scattering problem by locally rough surfaces in the time domain
XTI AR

Abstract: This work concerns an inverse acoustic scattering problem which is to determine the
shape of the locally rough surface from time-domain scattered field data. By introducing transparent
boundary condition, we reduce the scattering problem defined on an unbounded domain into an
initial boundary value problem defined on a bounded domain, and consequently we prove the well-
posedness of the original problem by using the Laplace transform and energy estimate method.
Based on the symmetric continuation technique, we establish a retarded potential boundary integral
equation defined on a bounded curve, which is comprised of the local perturbation and the lower
part of a circle, to overcome the difficulties brought by the infinite surface, and then we show the
equivalence between the reduced problem and the original problem. For the inverse problem, by
using the Jacobi polynomials basis, a convolution quadrature method combined with a nonlinear
integral equation method is proposed to reconstruct the local perturbation. Numerical results are
presented to demonstrate the effectiveness and robustness of the proposed method.

Uniqueness of inverse moving source problems
A AT KA
Abstract: In this talk, we discuss two inverse moving source problems. First, we prove the
uniqueness of recovering the orbit of the moving source for the Maxwell equations by boundary
measurements in a finite time interval. Second, we prove the uniqueness of recovering the orbit of

the moving source for a parabolic equation by the final time measurement in a bounded domain.
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Single-shot phase retrieval by interference intensity: a holography-driven problem for
periodic signals
BIR TR
Abstract: The phase-shifting digital holography (PSDH) is a typical problem in holography. It is
traditionally conducted by the measurements from multiple shots. The four- and three-shot
approaches to PSDH are commonly utilized for the imaging of static objects. Unlike this, the
imaging of dynamic objects requires that PSDH should be conducted by single-shot measurements.
Motivated by this, we are interested in the single-shot PSDH for periodic signals. In this talk, I will
introduce our recent results on the single-shot phase retrieval for periodic signals. They include the
uniqueness and stability. It should be emphasized that the stability is independent of the signal

length, which is different from ptychography. This is a joint work with Wei Xiamei and Fan Shengli.
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A new boundary-based method for convexity characterization using binary function
B p e WriLImyE K2
Abstract: In real images, the integrities of objects are destroyed by occlusion, illumination bias
and noise. Convexity of shapes is one of very important cues for human vision system. Therefore,
it is important to incorporate the convexity of shapes for image processing (e.g. segmentation). The
characterization of convexity plays a very important role in real implementation. Roughly speaking,
level set function (resp. binary function) is used to represent concerned objects for the boundary-
based (resp. region-based) methods. In this talk, I will summary some characterization methods
first, and then present a new binary-based method for convex object characterization using binary
function rather than level set function after reviewing the existing characterizations. Applications

for image segmentation are demonstrated.

Sparse-view X-ray CT based on a box-constrained nonlinear weighted anisotropic TV
regularization
RSCH: IR IYE K
Abstract: Sparse-view computed tomography (CT) is an important way to reduce the negative
effect of radiation exposure in medical imaging by skipping some X-ray projections. However, due
to violating the Nyquist/Shannon sampling criterion, there are severe streaking artifacts in the
reconstructed CT images that could mislead diagnosis. Noting the ill-posedness nature of the
corresponding inverse problem in a sparse-view CT, minimizing an energy functional composed
by an image fidelity term together with properly chosen regularization terms is widely used to

reconstruct a medical meaningful attenuation image. In this paper, we propose a regularization,
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called the box-constrained nonlinear weighted anisotropic total variation (box-constrained
NWATYV), and minimize the regularization term accompanying the least square fitting using an
alternative direction method of multipliers (ADMM) type method. The proposed method is
validated through the Shepp-Logan phantom model, alongisde the actual walnut X-ray projections
provided by Finnish Inverse Problems Society and the human lung images. The experimental results
show that the reconstruction speed of the proposed method is significantly accelerated compared to
the existing L_1/L_2 regularization method. Precisely, the central processing unit (CPU) time is

reduced more than 8 times.
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Sparse reconstructions of acoustic sources by semismooth Newton methods with boundary
measurements
L) T S ES DN AV NE
Abstract: We developed two types of semismooth Newton methods for reconstructing the acoustic
source with boundary measurements. Due to the nonuniqueness of inverse scattering for
reconstructing the acoustic sources in the frequency domain, the Radon measure is employed for
regularization and sparsity. We also compared with Chambolle and Pock’s first-order primal-dual
method to show the efficiency of the proposed semismooth Newton methods for two-dimensional

Cases.

Bayesian approach for the shape reconstruction of inverse cavity scattering problem in
elasticity
W7 BRI K
Abstract: In this talk, we consider the inverse scattering problem of an impenetrable cavity with
Neumann boundary condition. We show that the shape of the cavity can be uniquely determined by
the scattered fields measured on some curve in the interior of the cavity. And then Bayesian method
is used to reconstruct the shape of the cavity from scattered fields incited by point sources and
measured on a closed curve inside the cavity. We discuss the well-posedness of the posterior
distribution in the sense of the Hellinger metric and use the preconditioned Crank-Nicolson(pCN)
sampling technique to generate the posterior samples. Numerical experiments are provided to

demonstrate the effectiveness of the proposed approach.

Research on the cavity scattering problem for flexural waves in infinite thin plates based on
the variational method
TR RJEH TR
Abstract: Flexural wave scattering plays a crucial role in optimizing and designing structures for
various engineering applications. Mathematically, the flexural wave scattering problem on an
infinite thin plate is described by a fourth-order biharmonic wave equation on an unbounded domain,
making it challenging to solve directly using the regular linear finite element method (FEM). In this
talk, we will present some theoretical and numerical results on the diffraction or scattering of
flexural waves by an arbitrarily shaped cavity with Navier or clamped boundary conditions. First,
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we decompose the fourth-order plate wave equation into the Helmholtz and modified Helmholtz
equations. Then, a TBC is used to truncate the unbounded domain into a bounded one. Finally,
some finite element methods based on linear triangular elements have been proposed to solve the

problems.

Uniqueness in inverse elastic source/medium problem with a single far field pattern
[N N
Abstract: We consider an inverse source/medium scattering problem for recovering the shape of a
convex polygon by a single far field pattern in two dimensions. In comparision with the acoustic
scattering, the Navier equation in elastic waves cannot be decomposed into a product of two
commutative matrices, bringing essential difficulties in proving uniqueness with one plane wave.
Our result relies on the absence of analytical continuation of the wave-field in corner domains and
also produces some by-products for treating the transmission eigenvalues and eigenfunctions

around a corner.

Uniqueness to inverse acoustic and elastic medium scattering problems with hyper-singular
source
XF IR
Abstract: This talk is concerned with inverse scattering problems of determining the support of an
isotropic and homogeneous penetrable body from knowledge of multi-static far-field patterns in
acoustics and in linear elasticity. The normal derivative of the total fields admits no jump on the
interface of the scatterer in the trace sense. If the contrast function of the refractive index function
or the density function has a positive lower bound near the boundary, we propose a hyper-singular
source method to prove uniqueness of inverse scattering with all incoming plane waves at a fixed
energy. It is based on subtle analysis on the leading part of the scattered field when hyper-singular
sources caused by the first derivative of the fundamental solution approach to a boundary point. As
a by-product, we show that this hyper-singular method can be also used to determine the boundary
value of a Hdder continuous refractive index function in acoustics or a Hdder continuous density

function in linear elasticity.
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Inverse time-dependent source problems for a moving extend source with unknown pulse
moment
Bk MR
Abstract: In this talk, we introduce a factorization method for imaging the support of a time-
dependent source and the pulse moment from multi-frequency data measured at sparse directions.
Using the multi-frequency far-field data at two opposite observation directions, we provide a
computational criterion for indicating the unknown pulse moment. The support of the time-
dependent source function can be characterized by the idea in the author's previous work (H. Guo
and G. Hu, to appear in: SIAM J. Numer. Anal., arXiv: 2305.07459). The far-field data measured
at sparse observation directions can be used to recover the ®@-convex domain of the support.
Uniqueness in recovering the convex hull of the support is obtained as a by-product of our analysis
using all observation directions. Extensive numerical tests in both two and three dimensions are

implemented to show effectiveness and feasibility of the approach.

Radiation conditions for the Helmholtz equation in an infinitely inhomogeneous periodic
medium
HREERR FIITRF
Abstract: In this talk, we propose a new radiation condition for inhomogeneous medium which is
periodic in vertical direction. The classical Rayleigh expansion radiation condition is not applicable
in our case. We apply the Floquet theory to obtain the wave modes and define the radiation
condition. Then we prove the mapping properties of the Dirichlet-to-Neumann map based on the
new radiation condition and verify the strongly ellipticity of the sesquilinear form in the variational

formulation.

Microscale hydrodynamic cloaking and shielding for electro-osmotic model

I W K
Abstract: In this talk, we discuss the recent progress on microscale hydrodynamic cloaking and
shielding for electro-osmotic model, which contain single-field cloaking and shielding, enhanced
near-cloaking and multi-field cloaking. Based on asymptotic analysis, layer potential techniques
and optimal control theory, the core-shell structure contains annulus, confocal ellipses, slightly
deformed annulus or confocal ellipses and more general geometry are considered. Especially, the
conditions that can ensure the occurrence of above microscale hydrodynamic cloaking and
shielding are established. Our theoretical findings are validated and supplemented by a variety of
numerical results.
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A time-domain direct sampling approach for inverse acoustic scattering problems
BEN HERT
Abstract: This report is concerned with an inverse scattering problem of determining unknown
scatterers from time-dependent acoustic measurements. A novel time-domain direct sampling
method is developed to efficiently determine both the locations and shapes of inhomogeneous
media. In particular, the approach is very easy to implement since only cheap space-time
integrations are involved in the evaluation of the imaging functionals. Based on the Fourier-
Laplace transform, we establish an inherent connection between the time-domain and frequency-
domain for the direct sampling method. Moreover, rigorous theoretical justifications and numerical

experiments are provided to verify the validity and feasibility of the proposed method.

A Nystr\"{o}m Method for Scattering by a Two-layered Medium with a Rough Boundary
XIFEERH b 50K

Abstract: In this talk, we considers the problems of scattering of time-harmonic acoustic waves by
a two-layered medium with a non-locally perturbed boundary in two dimensions, where a Dirichlet
or impedance boundary condition is imposed on the boundary. The two-layered medium is
composed of two unbounded media with different physical properties and the interface between the
two media is considered to be a planar surface. We formulate the considered scattering problems as
the boundary value problems and prove that each boundary value problem has a unique solution by
utilizing the integral equation method associated with the two-layered Green function. Moreover,
we develop the Nystr"{o}m method for numerically solving the considered boundary value
problems, based on the proposed integral equation formulations. We establish the convergence
results of the Nystr"{o}m method with the convergence rates depending on the smoothness of the
rough boundary. It is worth noting that in establishing the well-posedness of the boundary value
problems as well as the convergence results of the Nystr"{o}m method, an essential role is played
by the investigation of the asymptotic properties of the two-layered Green function for small and
large arguments. Finally, numerical experiments are carried out to show the effectiveness of the
Nystr*{o}m method.

79



a5 1 B4 AR UF 7 )

Convergent bivariate subdivision scheme with nonnegative mask
whose support is non-convex
FENE W 7K 57 Bt
Abstract: Bivariate subdivision schemes offer efficient ways of displaying curves and surfaces as
well as methods to design particular shapes, to determine intersections of surfaces, to obtain level
curves and surfaces. Additionally, they play also an important role in computer aided geometric
design and the animation industry. We have characterized the convergence of bivariate subdivision
scheme with nonnegative mask whose support is convex by means of the so-called connectivity of
a square matrix, which is derived by a given mask. The convergence in this case can be checked in
linear time with respected to the size of a square matrix. This talk will focus on the characterization

of such schemes with non-convex supports.

Near-optimal bounds for generalized orthogonal Procrustes problem
via generalized power method
wE Bl R
Abstract: Given multiple point clouds, how to find the rigid transform (rotation, reflection, and
shifting) such that these point clouds are well aligned? This problem, known as the generalized
orthogonal Procrustes problem (GOPP), has found numerous applications in statistics, computer
vision, and imaging science. While one commonly-used method is finding the least squares
estimator, it is generally an NP-hard problem to obtain the least squares estimator exactly due to
the notorious nonconvexity. In this work, we apply the semidefinite programming (SDP) relaxation
and the generalized power method to solve this generalized orthogonal Procrustes problem. In
particular, we assume the data are generated from a signal-plus-noise model: each observed point
cloud is a noisy copy of the same unknown point cloud transformed by an unknown orthogonal
matrix and also corrupted by additive Gaussian noise. We show that the generalized power method
(equivalently alternating minimization algorithm) with spectral initialization converges to the
unique global optimum to the SDP relaxation, provided that the signal-to-noise ratio is high.
Moreover, this limiting point is exactly the least squares estimator and also the maximum likelihood
estimator. In addition, we derive a block-wise estimation error for each orthogonal matrix and the

underlying point cloud. Our theoretical bound is near-optimal in terms of the information-theoretic
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limit (only loose by a factor of the dimension and a log factor). Our results significantly improve
the state-of-the-art results on the tightness of the SDP relaxation for the generalized orthogonal

Procrustes problem, an open problem posed by Bandeira, Khoo, and Singer in 2014.

Stochastic methods for seismic full waveform inversion
BAEET JERR
Abstract: Seismic full waveform inversion (FWI) was proposed to infer subsurface geological
conditions using seismic data acquired at the surface or in a borehole. By comparing both kinematic
and dynamic waveform information between observed and synthetic seismic data, FWI is able to
retrieve accurate subsurface models with high-resolution. FWI is a PDEs governed highly non-
linear inverse problem, which introduces ill-posedness and uncertainties. State of art FWI
implementations often employ deterministic local optimization methods to solve the inverse
problem, which can be problematic due to the inherent ill-posed nature of the non-linear inverse
problem. We approach FWI from a stochastic point of view, at the same time incorporate
ingredients from deterministic optimization methods. We propose to include the derivatives of the
misfit function in the stochastic global optimization framework, we also introduce gradient based
Markov chain Monte Carlo(GMCMC) method from a Bayesian inference point of view.
Additionally, we investigate the FWI implementation using machine learning method where the
optimization of the neural network is performed using stochastic gradients and random
perturbations. We show that the new methods are much more robust than the traditional
implementations, they all greatly relax the dependence of FWI on good starting models and low
frequency components in observed data. In field data tests, we show that the methods can obtain
good approximation to the true subsurface model using homogenous starting model and little prior
information. The GMCMC method can be implemented to estimate the posterior distribution to

quantify the uncertainties associated with the inverse problem.

The modifications and applications of Prony method based on the data-driven model
G e w3 N
Abstract: This talk focuses on the modifications, generalizations and applications of Prony method
based on the data-driven model. In the first part, we consider a modification of Pronys method and
give its interpretation as a maximum likelihood method. With the help of an explicitly derived
Jacobian matrix, we review the Levenberg-Marquardt algorithm and a new iterated gradient method
(IGRA). We compare this approach with the iterative quadratic maximum likelihood (IQML). We

propose two further iteration schemes based on simultaneous minimization (SIMI) approach. In the
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second part, a data-driven model based on a generalized Prony’s method is introduced to simulate
a physical problem. As a result, the nonuniform oscillations of the motion of a falling sphere in the
non-Newtonian fluid is described by a jerk equation. This differential/algebraic equation is
established by learning the experimental data of time vs velocity with Multiquadric (MQ) quasi-
interpolation scheme, the generalized Prony method, and the regularization and variable selection
method.

Bridging fairness gaps: A (conditional) distance covariance perspective in fairness learning
e R R
Abstract: We bridge fairness gaps from a statistical perspective by selectively utilizing either
conditional distance covariance or distance covariance statistics as measures to assess the
independence between predictions and sensitive attributes. We enhance fairness by incorporating
sample (conditional) distance covariance as a manageable penalty term into the machine learning
process. Additionally, we optimize this constrained problem using the Lagrangian dual method,
offering a better trade-off between accuracy and fairness. Theoretically, we provide a proof for the
convergence between empirical and population (conditional) distance covariance, establishing
necessary guarantees for batch computations. Through experiments conducted on a range of real-
world datasets, we have demonstrated that our method effectively bridges the fairness gap in

machine learning.
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